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Literature


•  Chapter 15




•  In addition to basic reasoning tasks,  
methods are needed for learning the transition 
and sensor models from observation.  



•  Learning can be done by inference, where 
inference provides an estimate of what 
transitions actually occurred and of what states 
generated the sensor readings. These 
estimates can be used to update the models. 




•  The updated models provide new estimates, 

and the process iterates to convergence.




Dynamic Bayesian Networks






•  Learning requires the full smoothing inference, 

rather than filtering, because it provides better 
estimates of the state of the process.


•  Learning the parameters of a BN is done using 
Expectation – Maximization (EM) Algorithms. 
Iterative optimization method to estimate 
some unknowns parameters.


Dynamic Bayesian Networks




DBN – Special Cases


•  Hidden Markov Model (HMMs):


Temporal probabilistic model in which the state of the process  
is described by a single discrete random variable. (The simplest 
kind of DBN )


•  Kalman Filter Models (KFMs):


Estimate the state of a physical system from noisy observations 
over time. Also known as linear dynamical systems (LDSs).







Hidden Markov Models




Country Dance Algorithm
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Kalman Filters




Updating Gaussian Distributions




Simple 1-D Example


s.d. = sacrum diis 



General Kalman Update


Left for further studies




2-D Tracking: Filtering




2-D Tracking: Smoothing




Where it breaks


Standard solution: switching Kalman filter




Dynamic Bayesian Networks




DBNs vs. HMMs


Consider the transition model 



DBNs vs. Kalman Filters




Exact Inference in DBNs




Likelihood Weighting




Particle Filtering




Particle Filtering (cntd.)




Particle Filtering: Performance




Summary



