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Abstract
Probabilistic graphical models have been successfully applied in a lot of different fields, e.g., medical diagnosis and bio-statistics. Multiple specific extensions have been developed to handle, e.g., time-series data or Gaussian distributed random variables. In the case that handles both Gaussian variables and time-series data, downsides are that the models still have a discrete time-scale, evidence needs to be propagated through the graph and the conditional relationships between the variables are bound to be linear. This paper converts two probabilistic graphical models (the Markov chain and the hidden Markov model) into Gaussian processes by constructing covariance and mean functions, that encode the characteristics of the probabilistic graphical models. Our developed Gaussian process based formalism has the advantage of supporting a continuous time scale, direct inference from any time point to the other without propagation of evidence and flexibility to modify the covariance function if needed.

1 Introduction
A lot of applications from medical diagnosis, bio-statistics, ecology, maintenance, etc. have been represented by probabilistic graphical models (PGMs) (Weber et al. 2012; McCann, Marcot, and Ellis 2006). Markov chains, hidden Markov models (HMMs) and dynamic Bayesian networks (DBNs) are PGMs that model time series (Murphy 2002). All three models have been originally discrete models, but versions that allow for continuous Gaussian distributed variables have been developed and successfully applied (Grzegorczyk 2010). PGMs in general offer a sparse and interpretable representation for probabilistic distributions and allow to model (in)dependencies between its random variables (Koller, Friedman, and Bach 2009; McCann, Marcot, and Ellis 2006). The interpretability of the modeling language for a PGM also makes it possible to construct PGMs based on expert knowledge instead of or as an addition to learning them from data (Constantinou, Fenton, and Neil 2016; Flores et al. 2011). There are downsides of the Gaussian variants of PGMs for time-series. First, the time dimension is still discrete which brings up the problem of finding the right sampling rate. Second, evidence is usually propagated through the graphical structure which can be computational expensive. Third, the Gaussian variants are based on linear relationships between random variables which makes it difficult to model certain real-world phenomenon, e.g. periodic behaviors.

Gaussian Processes (GPs) are another approach applied for modeling time-series (Roberts et al. 2013; Frigola-Alcalde 2016) and have been rather recently brought into focus in the machine learning community (Rasmussen 2006). Both Gaussian PGMs and GPs have Gaussian distributions over their random variables at any point in time. In contrast to PGMs, GPs are continuous on the time dimension and allow direct inference without propagation of evidence through a network. Additionally, an existing GP that models a certain behavior can be easily extended or adapted by making changes to its covariance function. Drawbacks of GPs are that modeling multiple outputs at once is challenging (Alvarez et al. 2012) and that modeling a detailed interpretable (in)dependence structure as it is done in a PGM is currently not possible.

Since the GPs and Gaussian time-series PGMs are both based on Gaussian distributions along a time dimension, this paper aims to bring the two approaches together. More specifically, we convert two well known Gaussian PGMs for time-series - the Markov chain and the HMM - into a GP representation which unlocks the benefits mentioned above. The key is to build a covariance function that encodes the characteristics of the PGMs.

The remainder of the paper has following structure. We start by explaining the preliminaries about PGMs and GPs and their respective benefits. Afterwards we discuss related work that draw connections between relation based models and GPs and construct GPs for two PGMs - the Markov chain and the hidden Markov model. We conclude with a discussion of benefits and downsides of the created GPs and with an agenda for further research in that area.

2 Preliminaries
In this section we introduce PGMs, GPs and kernel functions for GPs. Afterwards, we discuss the advantages of the two models, which also motivates combining them.

2.1 Probabilistic Graphical Models
This section gives a brief overview about the three different types of PGMs used in this paper. For further details we re-
In a PGM for time-series, the variables \( X \) develop over time which we denote by \( X_t \). It can be fully defined by starting distribution \( P(X_1) \) of \( X \) at time \( t = 1 \) and its transition over time which is described by the conditional probability distribution \( P(X_t|X_{t-1}) \) (Murphy 2002).

### 2.2 Gaussian Processes

A GP is a collection of random variables, any finite number of which have a joint Gaussian distribution (Rasmussen 2006). A GP can be interpreted as a distribution over functions on a spatial dimension, which is in our case the time dimension \( t \). It is completely specified by its mean \( \mu = m(t) \) and its covariance function \( k(t, t') \) and can be written as

\[
f(t) \sim GP(m(t), k(t, t')).
\]

The covariance function (also known as kernel function) describes the similarity of function values at different points in time \( t \) and \( t' \) and influences the shape of the function space (Rasmussen 2006).

If we have a dataset that consists of an input vector \( t \) and an output vector \( y \), we can define any vector of time points \( t^* \) for which we would like to calculate the posterior distribution. The joint distribution over the observed and the unknown time points is given by

\[
p \left( \begin{array}{c} y \\ y^* \end{array} \right) = N \left( \begin{array}{c} \mu(t) \\ \mu(t^*) \end{array} \right), \begin{bmatrix} K(t, t) & K(t, t^*) \\ K(t^*, t) & K(t^*, t^*) \end{bmatrix} \right),
\]

where \( K(t, t^*) \) is a covariance matrix produced by plugging all values from \( (t, t^*) \) into the covariance function \( k(t, t') \).

By applying the conditional probability rules for multivariate Gaussians (Roberts et al. 2013) we obtain the posterior \( P(y^*) \) with mean \( m^* \) and covariance matrix \( C^* \)

\[
P(y^*) = N(m^*, C^*),
\]

where

\[
m^* = \mu(t^*) + K(t^*, t)K(t, t)^{-1}(y - \mu(t))
\]

and

\[
C^* = K(t^*, t^*) - K(t^*, t)K(t, t)^{-1}K(t^*, t)^T.
\]

### 2.3 Kernel Functions

Rasmussen (2006) provides an overview of different possible kernels with the squared exponential kernel

\[
k_{SE}(t, t') = \sigma^2 \exp \left(-\frac{(t - t')^2}{2l^2} \right),
\]

where \( \sigma^2 \) and \( l \) are hyperparameters for the signal noise and the lengthscale respectively, being a commonly used one.

A valid kernel \( k : \mathbb{T} \times \mathbb{T} \rightarrow \mathbb{R} \) for a GP needs to fulfill three characteristics (Rasmussen 2006):

- **continuity, i.e.,** \( \mathbb{T} \subset \mathbb{R} \),
- **symmetry, i.e.,** \( k(t, t') = k(t', t) \) for all \( t \) and \( t' \),
- **being positive semidefinite, i.e.,** symmetry and \( \sum_{i=1}^n \sum_{j=1}^n c_ik(t_i, t_j) \) for \( n \in \mathbb{N}, t_1, ..., t_n \in \mathbb{T}, \) \( c_1, ..., c_n \in \mathbb{R} \).
Valid Kernels can be constructed of other kernels. Bishop (2006) lists valid kernel operations from which we use the following subset in later sections. Given valid kernels \( k_1(t, t'), k_2(t, t') \) and a constant \( c \), the following kernels will also be valid:

\[
k(t, t') = ck_1(t, t'),
\]

\[
k(t, t') = k_1(t, t') + k_2(t, t'),
\]

\[
k(t, t') = \exp(k_1(t, t')),
\]

\[
k(t, t') = k_1(t, t')k_2(t, t').
\]

### 2.4 Benefits of the Models

PGMs have several benefits that make them straightforward to use. One benefit is that they can capture (conditional) dependencies and independencies of the random variables very intuitively (Koller, Friedman, and Bach 2009). Another benefit is that PGMs can incorporate expert knowledge; it is possible to construct a network entirely by expert knowledge but it is also possible to use expert knowledge as a prior for the probability distribution (Flores et al. 2011). HMMs and DBNs can model the probability distribution over multiple random variables simultaneously. Last but not least, PGMs have several benefits that make them straightforward to convert the PGMs to GPs while retaining the PGM characteristics is a promising approach that we pursue in this paper to exploit the benefits of both approaches.

### 3 Related Work

There have been three different streams to bring graphical or relational models together with GPs. One research stream known as relation learning uses multiple GPs to identify probabilistic relations or links within sets of entities (Xu, Kersting, and Tresp 2009; Yu et al. 2007). A second research stream uses GPs for transition functions in state space models. Frigola-Alcalde (2016) has researched different techniques for learning state space models that have GP priors over their transition functions and Turner (2012) has explored change point detection in state space models. Frigola-Alcalde (2016) has researched different techniques for learning state space models that have GP priors over their transition functions and Turner (2012) has explored change point detection in state space models. Frigola-Alcalde (2016) has researched different techniques for learning state space models that have GP priors over their transition functions and Turner (2012) has explored change point detection in state space models.

A third research stream focuses on constructing covariance functions for GPs to mimic certain behaviors from other models. Reece and Roberts (2010b) have shown that they can convert a specific Kalman filter model for the near constant acceleration model into a kernel function for a GP and then Reece and Roberts (2010a) combine that kernel function with other known kernels to get better results temporal-spatial predictions. Rasmussen (2006) has introduced GP kernels for, e.g., a wiener process (the min kernel), that we will reuse in this paper as well. The results of this paper contribute to the third by providing a novel approach to converting two PGMs into a GP, which as far as we know has not yet been done.

### 4 Gaussian Processes for Markov Chains

In this section we construct a continuous GP for the Gaussian Markov chain model. Let \( A \) be a random variable with a linear relationship between the time points \( t \) and \( t-1 \). The Gaussian distributed Markov chain can be also interpreted as a dynamic Gaussian Bayesian network with one dimension. It is described by its initial distribution \( P(A_1) \) with

\[
P(A_1) = N(\mu_{A_1}; \sigma_{A_1}^2)
\]

and a transition distribution \( P(A_t|A_{t-1}) \) with

\[
P(A_t|A_{t-1}) = N(\mu_{A_t} + \beta_{A_t,A_{t-1}}(a_{t-1} - \mu_{A_{t-1}}); \sigma_{A_t}^2)
\]

For simplicity, we assume that \( \sigma_{A_t}^2 = \sigma_{A_{t-1}}^2 =: \sigma_A^2 \) and \( \mu_{A_t} = \mu_{A_{t-1}} =: \mu_A \).

#### 4.1 Constructing the Kernel

Shachter and Kenley (1989) have developed an algorithm to convert a Gaussian Bayesian network into a multivariate Gaussian distribution. To prove correctness, they formulated the following Lemma that we will reuse.

**Lemma 1.** For \( N \in \mathbb{N} \) topological ordered random variables \( X^i \in \mathbb R, i = 1,\ldots,N \) in a Gaussian Bayesian network let \( \sigma_i^2 \) be the variance of the conditional distribution of \( X^i \) given its parents. Let \( B \in \mathbb R^{N \times N} \) be a matrix, where the entries \( \beta_{i,l} \), \( l = 1,\ldots,N \) describe the linear relationship between a child \( X^i \) and its parent \( X^l \). If \( X^l \) is no parent of \( X^i \) the entry is zero. For a fixed \( j \in \{1,\ldots,N\} \) let \( \Sigma_{jj} \) be the covariance matrix between all random variables \( X^j \), \( t = 1,\ldots,j \) and \( B_{sj} \in \mathbb R^{j-1 \times 1}, s = 1,\ldots,j-1 \) the corresponding part of \( B \). We denote the matrices

\[
S_j := \begin{bmatrix}
\Sigma_{tt} & 0 & \ldots & 0 \\
0 & \sigma_{j+1}^2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \sigma_N^2 \\
\end{bmatrix},
\]

\[
U_j := \begin{bmatrix}
I_{j-1} & B_{sj} \\
0 & 1 \\
0 & 0 & I_{N-j} \\
\end{bmatrix}.
\]

Then it is

\[
S_j = U_{j-1}^T S_{j-1} U_{j-1}^{-1}
\]

and

\[
\Sigma = S_N = U_N^T \cdots U_1^T S_0 U_1 \cdots U_N,
\]

where \( \Sigma \in \mathbb R^{N \times N} \) is the covariance matrix of the equivalent multivariate Gaussian distribution for the above defined Gaussian Bayesian network.

The \( N \times N \) covariance matrix from Equation 18 is calculated by recursively multiplying the \( U \)-matrices. To define a GP, a kernel function must be constructed that maps arbitrary time points \( t \) and \( t' \) to a covariance value. Therefore we convert the recursive multiplication of the matrices in Equation 18 into a kernel function.
The matrix $S_0$ is diagonal with the individual variances for each individual node. In the case of the Markov chain, each value on the diagonal is $\sigma_A^2$. Additionally, the matrix $B$ has entries $\beta_{A,i} \cdot A_{i,j} := \beta_A$ at the positions $(s, s + 1)$ for $s = 1, \ldots, N$, which describe the linear relationship along the time dimension of $A$, and zeroes everywhere else. Consequently, the matrix $U_i$ is the identity matrix of the size $N \times N$ with a $\beta_A$ at position $(i - 1, i)$. By multiplying all $U$-matrices as indicated above, we obtain the diagonal matrix

$$N \prod_{i=1}^{N} U_i = \begin{bmatrix} 1 & \beta_A & \beta_A^2 & \cdots & \beta_A^N \\ 0 & 1 & \beta_A & \cdots & \beta_A^{N-1} \\ 0 & 0 & 1 & \cdots & \beta_A^{N-2} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 1 \end{bmatrix}.$$ (19)

The same applies for the left part of the Equation 18:

$$N \prod_{i=1}^{N} U_i^T = \begin{bmatrix} 1 & 0 & 0 & \cdots & 0 \\ \beta_A & 1 & 0 & \cdots & 0 \\ \beta_A^2 & \beta_A & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \beta_A^N & \beta_A^{N-1} & \beta_A^{N-2} & \cdots & 1 \end{bmatrix}.$$ (20)

Since all values on the diagonal-matrix $S_0$ have the same scalar value $\sigma_A^2$, we can multiply out the constant $\sigma_A^2$, resulting in

$$\Sigma = U_N^T \ldots U_1^T S_0 U_1 \ldots U_N = \sigma_A^2 N \prod_{i=1}^{N} U_i^T \prod_{i=1}^{N} U_i.$$ (21)

We multiply row $i$ from Equation 20 with column $j$ from Equation 19. For $i = j$ (the diagonal of the resulting covariance matrix), we calculate the covariance with

$$\begin{bmatrix} \beta_A^{i-1} \\ \beta_A^{i-2} \\ \beta_A^{i-3} \\ \vdots \\ \beta_A^0 \\ 0 \\ 0 \end{bmatrix} \cdot \begin{bmatrix} \beta_A^{j-1} \\ \beta_A^{j-2} \\ \beta_A^{j-3} \\ \vdots \\ \beta_A^0 \\ 0 \end{bmatrix}^T = \sum_{k=0}^{i} (\beta_A^k)^2.$$ (22)

For $i \neq j$, we denote the difference as $d = |i - j|$. Because of the symmetry of matrices in 19 and 20 there is no difference between the cases $j > i$ and $j < i$. Let $j > i$, then the $j$-th vector contains more elements and in addition elements with higher exponents. This changing values are only relevant in the first $i$ entries because all other entries are multiplied with zero. Substituting $j$ by $i + d$ results in:

$$\begin{bmatrix} \beta_A^{i-1} \\ \beta_A^{i-2} \\ \beta_A^{i-3} \\ \vdots \\ \beta_A^0 \end{bmatrix} \cdot \begin{bmatrix} \beta_A^{j-i} \\ \beta_A^{j-i-1} \\ \beta_A^{j-i-2} \\ \vdots \\ \beta_A^0 \end{bmatrix}^T = \sum_{k=0}^{i} (\beta_A^k)^2.$$ (23)

To ensure symmetry of the kernel, we also need to include the case $i > j$, which leads to replacing $i$ by $\min(i, j)$ and $d$ by $|i - j|$ in Equation 23. We reformulate the whole equation using the formula for the partial sum of a geometric series and replace $i$ with $t$ and $j$ with $t$ and $t'$ respectively:

$$k(t, t') = \sigma_A^2 |t - t'| \frac{1 - \beta_A^{\min(t, t')}}{1 - \beta_A}.$$ (24)

We have shown that Equation 24 can be used to construct a covariance matrix that encodes the characteristics of the Gaussian Markov chain.

### 4.2 Proving the Kernel

To prove the validity of the kernel for a GPs, we use the characteristics that kernels can be constructed of other kernels using the equations defined in Section 2.4. We show that the two factors

$$k_a(t, t') = \sigma_A^2 |t - t'| \frac{1 - \beta_A^{\min(t, t')}}{1 - \beta_A}.$$ (25)

$$k_b(t, t') = \frac{1 - \beta_A^{\min(t, t')}}{1 - \beta_A}.$$ (26)

of the Equation 24 are valid kernels. Then, based on Equation 12, our constructed kernel being the product of the two factors is a valid kernel as well. The exponent $|t - t'|$ is the one dimensional case of the Euclidean distance kernel (Bishop 2006). With Equation 9 and the exponential rule from Equation 11 $k_b(t, t')$ is a valid kernel.

To show that the function $k_b(t, t')$ is a valid kernel, we use the summation in Equation 23. Equation 23 converts the fraction back into a sum of exponential functions that have a positive numbers $n = 1, \ldots, \min(t, t')$ as the exponents. Based on Equation 10, Equation 11 and the fact that $\min(t, t')$ is a valid kernel (Rasmussen 2006), the function $k_b(t, t')$ is a valid kernel. Consequently, Equation 24 is a valid kernel for a GP.

### 4.3 Defining the Gaussian Process

We just constructed the kernel function, so in order to complete the GP, the mean function needs to be defined. Equation 14 shows that the value of the random variable $A$ at time $t$ is defined by a linear function of the difference between the parents value and its mean denoted by $a_{t-1} - \mu_A$. Without any evidence fed into the GP, the difference is symmetrical distributed around zero, resulting in a constant mean function

$$m(t) = \mu_A.$$ (27)
With the covariance function from Equation 24 and the mean function from Equation 27 we have constructed the desired GP for a Gaussian Markov chain. The hyperparameters for the constructed GP are $\beta_A$, $\sigma_A^2$ and $\mu_A$.

5 Gaussian Processes for Hidden Markov Models

In a HMM, there are two random variables. We denote the hidden variable as $A$ and the observable variable as $B$. In notation of a dynamic Gaussian Bayesian network, we keep Equations 13 and 14 for the distributions over $A_t$ and have a conditional distribution for $B_t$

$$P(B_t | A_t) = N(\mu_{B_t} + \beta_{B,A}(a_t - \mu_{A_t}); \sigma_{B_t}^2),$$

(28)

where the influence from the parent node $A_t$ to its child node $B_t$ is equal in every time step. Again we simplify with $\sigma_{B_t}^2 =: \sigma_B^2$ and $\mu_{B_t} =: \mu_B$.

5.1 Constructing the Kernel

We generalize the kernel from the previous section to support the two random variables as outputs. We denote $D$ as a set of random variables with $D = \{A, B\}$ in specific HMM case. Alvarez et al. (2012) introduces multi-output kernels in the format of

$$k((D, t), (D', t')).$$

(29)

In the previous section the kernel described the similarity of the random variable $A$ at two different time points $t$ and $t'$. The new kernel from based on Equation 29 describes the similarity of a random variable $D$ at time $t$ to another random variable $D'$ at time $t'$.

In Section 4.2, we used the Lemma from Shachter and Kenley (1989) to construct the covariance function. For the HMM case, we use following recursive covariance formula from Shachter and Kenley (1989):

$$\Sigma_{i,j} = \Sigma_{j,i} = \sum_{\pi \in \text{Parents}(N_{ode})} \Sigma_{j,\pi} \beta_{\pi},$$

(30)

$$\Sigma_{i,i} = \sum_{\pi \in \text{Parents}(N_{ode})} \Sigma_{i,\pi} \beta_{\pi} + \sigma_i^2,$$

(31)

where $\Sigma_{i,j}$ is the covariance between two random variables $X_i$ and $X_j$. We reformulate for the multidimensional case and replace $\Sigma$ with the kernel function

$$k((D, t), (D', t')) = k((D', t'), (D, t)))$$

(32)

The kernel $k(t', t, A, A)$ is the same kernel as it is in the single variable case, because a $B$-node is never parent of an $A$-node:

$$k((A, t), (A', t')) = \sigma_A^2 \beta^{t-t'} | 1 - \beta^{\min(t, t')} | 1 - \beta.$$  

(33)

In the case $k(t, t', B, A)$ including the knowledge that $Pa(B, t) = (A, t)$, the recursive formula from Equation 32 is

$$k((B, t), (A, t')) = k((A, t'), (B, t)) = k((A, t')(A, t)) \beta_{B,A}.$$  

(34)

The last open case is the one where we calculate covariances between two $B$-nodes. We reuse the recursive formula from Equation 32 with the knowledge that the node $B_t$ has node $A_t$ as a parent resulting in following formula

$$k((B, t), (B, t')) = k((B, t'), (B, t))$$

$$= k((B, t')(A, t)) \beta_{B,A}.$$  

(35)

Reusing Equation 34 results in

$$k((B, t), (B, t')) = k((B, t')(A, t)) \beta_{B,A}$$

$$= k((A, t)(A, t')) \beta_{B,A}.$$  

(36)

In the case $t = t'$, we need to add the constant $\sigma_B^2$ resulting in the final kernel

$$k((D, t), (D', t')) = \begin{cases} \sigma_B^2 + 2 \sigma_B^2, & \text{if } D, D' = A, B \\ \sigma_B^2, & \text{if } D, D' = B \end{cases}.$$ 

(37)

where $\delta_{tt'}$ is the Kronecker-Delta.

5.2 Proving the Kernel

A separable kernel is a multi-dimensional kernel, that can be reformulated into a product of single-dimensional kernels

$$k((D, t), (D', t')) = k(D, D') k(t, t').$$  

(38)

A sum of separable kernels is also a valid kernel (Rasmussen 2006; Alvarez et al. 2012).

We need to show that Equation 37 can be rewritten as a sum of separable kernels. Therefore we write the three different cases as separate kernels on $D$ and $D'$ which results in

$$k_1(D, D') = \epsilon_{D, D'},$$

(39)

$$k_2(D, D') = 1 - \delta_{D, D'},$$

(40)

$$k_3(D, D') = \delta_{D, D'},$$

(41)

where $\epsilon_{D, D', D''}$ is equal to 1 if $D = D' = D''$, otherwise zero and $\delta_{D, D', D''}$ in the Kronecker-Delta. With Equations 39-41, Equation 37 can be rewritten to

$$k((D, t), (D', t')) = k_1(D, D') k(t, t') + k_2(D, D') k(t, t') \beta_{B,A} + k_3(D, D') k(t, t') \delta_{B,A} + \sigma_B^2.$$  

(42)

That proves that the constructed kernel is a valid kernel as well.

5.3 Defining the Gaussian Process

As in Section 4.3, we also need to construct the mean function. Analogue to the single variable case, the mean functions for $A$ and $B$ are constant resulting in

$$m(D, t) = \begin{cases} \mu_A, & \text{if } D = A \\ \mu_B, & \text{if } D = B \end{cases}.$$  

(43)

For the constructed GP we have a set of hyperparameters $\theta = \{\mu_A, \mu_B, \beta_A, \beta_B, \beta_{A,B}\}$. In HMMs, the mean of $B$ is usually set to be equal to the mean of $A$ which can be defined for the model by setting $\mu_B = \mu_A$. 


6 Conclusion and Outlook

We have shown that we can convert two types of PGMs into Gaussian Processes. The transformation of the two PGMs into GPs brings significant benefits:

- **Continuity**: The model supports a continuous time scale. This avoids setting a sample rate and rounding beforehand because evidence or queried variables can be at any real-valued point in time.

- **Kernel Combination**: The created kernel can be combined with any other existing kernels. If the real-world phenomenon is relatively well described by the GDBN-kernel but also contains a slight periodic behavior, both kernels can easily combined by different operations, e.g. addition and multiplication (Rasmussen 2006).

- **Efficient Query Answering**: In a dynamic PGM the evidence is usually propagated through the model along the time dimension. In the constructed GP the kernel allows us to explicitly define the effect of an observation to any other queried point in time which speeds up the querying answering process.

- **Markov Property**: The defined kernels keep the Markov property and the transition behavior of the underlying model.

Further relaxing constraints on the underlying PGMs will be the focus of our further research in that area. More specifically, we would like to further generalize our approach to support dynamic Gaussian Bayesian networks, that allow arbitrary connections between random variables (as long as the acyclic-property is not violated). Additionally, we will add real-world evaluations. First, we would like to evaluate whether the newly defined kernels and their characteristics can enhance existing use cases of GPs for time series modeling in their prediction. Second, we would like evaluate if existing use cases of dynamic Gaussian PGMs can be enhanced by either having less run-time for inference, having a continuous time scale or by combining the new kernels with existing ones.
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