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Traditional Machine Learning vs. Transfer
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Different Tasks Source Task Target Task
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Traditional Machine Learning Transfer Learning




» Notation:
Domain]):
Feature Space: '}’
Marginal Probability Distribution: [~ ( X )
owith X — {le,. . . ,CUn} c X

Given a domain then a task is :



Transfer Learning Definition
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Therefore, if either :

Domain Differences

Xs # Xr Ps(X) # Pr(X)

Task Differences

Vs # Vr P(Ys|Xs) # P(Yr|X7)




Questions to answer when transferring
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Algorithm: TrAdaBoost

Algorithm 1 TrAdaBoost Framework

1:

o3

Require: two labeled data sets 7p and 7, the unlabeled data
set S, a base learning algorithm =, and the maximum number

of iterations N.

Initialize: the weight vector w'!) = [wi,..., wff_ﬂm]T

fort =1to N do
Sctp(t = w®) / (Zn 4+m t))

Learn a hypothesis ‘) : X — Y by calling Z and passing

the distribution p'*’ over the combined data set 7.
Compute the prediction error of h'*) on 7; using:

e(t] _ n4m wl(t)|h(t)(z(l)) —_— c(x(l))l

n4m (t)
i=n+41 Zz n{lw

end for

. Set }9(” = (n and § = /—Zln(n/\'

9: Update the wmght vector accordmg to:

10:

(t) (i) ) — (i) ,
wttD) — w,(t)ﬁlh (&) =e(=")] fori=1,...,
t - () (2(8)) — (i
i wft)ﬁ‘h!(zk )=e(=t") fori=n+1,...

Output:
h(f)(.’lt):{l ifH N ’Bt R (z) >Ht—'\

0 othcrw1sc

}Weights Initialization

Hypothesis Learning and error
calculation

Weights Update



Algorithms: Self-Taught Learning




Algorithms: Self-Taught Learning
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» Framework:
Source Unlabeled data set:

Ds = {(z{")}i

Target Labeled data set:

Dr = {(xf(zz)ayf(lj))}?zl with n <<<m

@°

Build classifier for
cars and Motorbikes




Step One: Discover high level features from Source
data by

Re-construction Error Regularization Term
,l, i

mmz Ha:( 0 _ gfj)ka% -|-I5||as¢

st ||be]| <1, VEe {1,..., K} [

Constraint on the Bases




Algorithm: Self-Taught Learning
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Step Two: Project target data onto the attained
features by

: k
af, = axgmin| oz, — Y agpbyl[3+ Bllaz, ||
! k

Informally, find the activations in the attained bases such that:
1. Re-construction is minimized
2. Attained vector is sparse
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Algorithms: Self-Taught Learning
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Algorithms: Self-Taught Learning

» Step Three: Learn a Classifier with the new features
input Labeled training set |
T= {(‘.rj‘l':. y'H), [.r}')". Thatl (2™ y™)}. 2 Target Task

Unlabeled data {.1'3,1 :'..r',:,g:' ...... 1';',)k " > Source Task

output Learned classifier for the classification task.

algorithm Using unlabeled data {z1}. solve the op-
timization problem (1) to obtain bases b. ®» [.earn new features (Step 1)
Compute features for the classification task
to obtain a new labeled training set T =
{(@(z;"). y™)}m,. where

[ £

G N (i) (i) 2 () :

a\T, ) = arg min, |.1{ - S’ (lj'r b) ‘2 + | ' ‘1. > Project target data (Step 2)
Learn a classifier C by applying a supervised learning

algorithm (e.g., SVM) to the labeled training set T > Learn Model (Step 3)

return the learned classifier C.




Transfer learning is to re-use source knowledge to
help a target learner

Transfer learning is not generalization
TrAdaBoost transfers instances

Self-Taught Learning transfers unlabeled features



Next in Web-Mining Agents:

Unlabeled Features Revisited
Unsupervised Learning: Clustering



