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Recap

- Agents
— Task/goal: Information retrieval
— Environment: Document repository
— Means:

 Vector space (bag-of-words)
— Dimension reduction (LSI)

 Probability based retrieval (binary)
— Language models
- Today: Topic models as special language models
— Probabilistic LSI (pLSl)
— Latent Dirichlet Allocation (LDA)

- Soon: What agents can take with them
— What agents can leave at the repository (win-win)
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Objectives

- Topic Models: statistical methods that analyze the
words of texts in order to:

— Discover the themes that run through them (topics)
— How those themes are connected to each other
— How they change over time
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Topic Modeling Scenario
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assignments
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n document is a mixture of corpus-wide topics
n word is drawn from one of those topics



Topic Modeling Scenario

Topics

Topic proportions and

Documents ;
assignments

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK—  “are not all that far apart,” especially in
How many genes does an organism sged to  comparison to the 75,000 genes ixghe hu
survive? Last week at the genome meeting s notes Siv Anderss KAl
here,* two genome researchers with radically Unl\thll\ in_Swe m
different approaches presented complemen- . But coming up with a conserm

tary views of the basic genes needed for [if€  sus answer.may be more than just a gg

One research team, using compurer analy numbers
ses to compare known genomes, concluded  more genomes are g -
that today’s organisms can be sustained with  sequenced. “It may be a way of organizime
just 250 genes, and that the earliest life forms - any newly sequenced genome,” explains
required a mere 128 genes. The S Arcady Mushegian, a computational mo-
lecular biologist at the National Center
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The other structures are hidden variables
Topic modeling algorithms infer these variables from
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Plate Notation

- Naive Bayes Model: Compact representation
— C =topic/class (name for a word distribution)
— N = number of words in considered document
— W. one specific word in corpus
— M documents, W now words in document

life 0.02
evolve 0.01
organism 0.01

\_/

() () () e @M @

brain 0.04
nnnnnn 0.02
nerve 0.01
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Generative vs. Descriptive Models

. Generative models: Learn P(x, y)
— Tasks:
. Transform P(x,y) into P(y | x) for classification
.« Use the model to predict (infer) new data
— Advantages
- Assumptions and model are explicit
. Use well-known algorithms (e.g., MCMC, EM)
. Descriptive models: Learn P(y | x)
— Task: Classify data

— Advantages
- Fewer parameters to learn
. Better performance for classification
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Earlier Topic Models: Topics Known

- Unigram
@ — No context information

N
P(wy,..,wy) = HP(Wi)

fifth, an, of, futures, the, an, incorporated, a,
a, the, inflation, most, dollars, quarter, in, 1is,
mass

thrift, did, eighty, said, hard, 'm, july, bullish

that, or, limited, the

Automatically generated sentences from a unigram model
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Earlier Topic Models: Topics Known

» Unigram
@ — No context information

P(wy,..,wy) = l_IP(Wi)

 Mixture of Unigrams

— One topic per document

@ ﬁP(W1,...,WN;Cd) = ﬁP(cd)nP(Wi|Cd)
a=1 d=1 j

N — How to specify P(c,)?

IM FOCUS DAS LEBEN 10




Mixture of Unigrams: Known Topics

« Multinomial Naive Bayes
— Foreach documentd =1, ..., M

. Generate ¢, ~ Mult(. | n)
Indication vector - Foreach positioni=1, ..., N
c=(z;,...2)" =10, T} — Generate w. ~ Mult C
P(C::C): H[Ig::L TCka I ( . | Bl d)

N

M
1_[ P(wl, s WN i Ca | B, n)
d=1

M Ng M Ng
M = HP(Cdln)l—[P(Wilﬁ: Cq) = H”cd Hﬁccz,wl'
d=1 i=1 d=1 =1

T[Cd = P(Cle[)

'BCdJWi = P(Wilﬁr Cd)

multinomial
IM FOCUS DAS LEBEN 11




Multinomial Distribution

. Generalization of binomial distribution
— K possible outcomes instead of 2
— Probability mass function
- n =number of trials
- X; = count for how often class j occurring Zle i ="n
» p; = probability of class j occurring

K
flx . ) = rQ;x;+1) X
1) = XK P1y -y Pk [,TCe + 1) ) D;
i=

. Here, the input to I'(-) is a positive integer, so

'(n)=((mn-1)!
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Mixture of Unigrams: Unknown Topics

- Topics/classes are hidden
— Joint probability of words and classes

M M Ng
nP(Wl, ey WN 4 Cd |,6’,7T) = and H,Bcd,wi
d=1 d=1 i=1

0
0

— Sum over topics (K= number of topics)
N

M M K
nP(W1; "'IWNdl IBIT[) — 1_[2 7-"-zk :BZk,Wi
d=1 [

nzk = P(Zle[)

,sz,wi = P(Willg: Zk) IM FOCUS DAS LEBEN 13




Mixture of Unigrams: Learning

« Learn parameters r and 3

M M K
HP(Wl, ...,WNd| ,B,n) = HZRZRH,BZWWL.
d=1 '

« Use likelihood

M M K
z log P(W1, ..., wy,| . 70) = z logz m, 1_[ Brw
d=1 ]

M K Ng
. Solve z 2 1—[
argmaxg, log ) m, Bz w;
d=1 k=1 i=1 90)s

Concave

— Not a concave/convex function

— Note: a non-concave/non-convex function -
is not necessarily convex/concave P HI

— Possibly no unique max, many saddle or turning points
No easy way to find roots of derivative

= INSTITUT FUR INFORMATIONSSYSTEME IM FOCUS DAS LEBEN 14



Trick: Optimize Lower Bound

IM FOCUS DAS LEBEN 15



Mixture of Unigrams: Learning

M K Ng
The prOblem argmaxg, Z log z T, 1_[ ﬁzk'wi
d=1 k=1 i=1

Optimize w.r.t. each document
Derive lower bound

logz ViX; = z y;log x; wherey; = 0 A z y; =1 Jensen's inequality
[ i -

l
logz X; = logz Yi —l = Z(% logxl
argmaxeg, Z log Z 1_[ :Bz Wi The problem again

d=1 k=1

K Ng4 K
o ] [z Y (1 logmnﬁk o)rrn
k=1 =1

IM FOCUS DAS LEBEN
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Mixture of Unigrams: Learning

For each document d

K

1og§ i lN_[ Bw, = ). (ydk log(nkﬁ ﬁk,WJ) +H(y)
k=1 =1 i=1

k=1
Chicken-and-egqg problem:
—- If we knew v, we could find ;. and f5; ,,. with ML

—- If we knew 7, and /3, ,,. we could find y;;, with ML

Finally we need m, and Bz w,

Solution: Expectation Maximization
— lterative algorithm to find local optimum

— Guaranteed to maximize a lower bound on the log-
likelihood of the observed data
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Graphical Idea of the EM Algorithm

In p(X|0)

L Var: 0)

\

HOld Hnew

0 = (1, ﬁk,wi)

IM FOCUS DAS LEBEN 18



Mixture of Unigrams: Learning

« Foreach document d

K

log z Tk 1_d[ Brew; z (de log(my, . ,Bk,wi)> + H(y)
i=1 i=1

« EM solution

- Estep 7® 4y p®
(t+1) _ k,w;
v ﬁ{ 1 J(t) H 'Blgtv)w
- Mstep
(t+1) _ d= 1)’5? IBIEt\jv--l) _ d= 1de n(d w;)
k M " Sy I w))

L] o UNIVERSITAT ZU LOBECK  onssvsTEME IM FOCUS DAS LEBEN 19




Back to Topic Modeling Scenario

Topic proportions and

Topics Documents .
op assignments

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK—  “are not all that far apart,” especially in

How many genes does an organism to  comparison to the 75,000 genes i
/ survive? Last week at the genome meeting s Siv Anderss

here,* two genome researchers with radically s -

different approaches presented complemen-, 8 er. But coming up with a conse

tary views of the basic genes needed for lif&
One research team, using computer analy-
ses to compare known genomes, concluded  more genomes are g
that today’s organisms can be sustained with — sequenced. “It may be a way of organizt
just 250 genes, and that the earliest life forms - any newly sequenced genome,” explains
required a mere 128 genes. The Arcady Mushegian, a computational mo-
/ other researcher mapped genes lecular biologist at the Natiopal Center
in a simple parasite and esti- for Biotechnology Informatio
mated that for this organism, in Bethesda, Maryland. Comparing
800 genes are plenty to do the
job—but that anything short
of 100 wouldn’t be enough.
Although the numbers don't

sus answernay hC more than Just a go

Redundant and Rel
parasite-specific mo
genes remoygg,

lated and

Genes

moved
122 genes.

DAPTED FROM NCH

match precisely, those predictions genes
Ancestr:
/ * Genome Mapping and Sequenc-
ing, Cold Spring Harbor, New York, Stripping down. Computer analysis yields an esti-
May 8 to 12. mate of the minimum modern and ancient genomes.

SCIENCE » VOL. 2

* 24 MAY 1996
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Probabilistic LSI

qqqqqq
i

« Select a document d with
probability P(d)

 For each word of d in the training set

— Choose a topic z with probability
P(z|d)

— Generate a word with probability
P(w | 2)

K
P(d,wy) = P(d) ) P(wilz)P(z|d)
k=1

- Documents can have multiple topics

Thomas Hofmann, Probabilistic Latent Semantic Indexing,
Proceedings of the 22"d Annual International SIGIR Conference on
Research and Development in Information Retrieval (SIGIR-99), 1999

21



pLSI

K
P(d,wp) = P(d) ) P(wilz)P (z|d)
k=1 (Wilzk)

- Reformulate P(z,|d) with Bayes’ Rule a P(z,)
K
P d, i) = P(d P P [
(d,w) kZ 2P @IPOLIZ) ° P(zk|wi>

N |
; f‘g’i‘\ ‘T. A o

WU © UNIVERSITAT ZU LUBECK
3RS ; UINGIRUT ROR INFORMATIONSSYSTEME IM FOCUS DAS LEBEN 22
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- Joint probability for all documents, words 0 P(d)
M Ng
1_[ P(d, wy)n@wD
d=1 i=1
. . P(z|d)
- Distribution for document d, word w,
()




pLSI: Learning Using EM

» Model
M Ng K
[T] [re@wore=o P@w) =) PzPEoPMWiz)
=1 i= k=1

« Likelihood

M Ng M

Ng K
L = Z zn(d w;) log P(d, w;) = Z =1n(d, ws) 1og;P(d|zk)P(zk)P(wi|zk)

- Parameters to learn (M step)

P(d|zy) P(zy) P(w;|z)

- (Estep)

P(Zkld; Wi)

IM FOCUS DAS LEBEN 23




pLSI: Learning Using EM

« EM solution

— Estep
_ P(zr)P(dlz)P(wilzy)
Pl ) = P () Pl )P (i)
- M step
P(Mﬁkf) _ :Zggln(diMQ)P(Zkklea
ok M 3" n(d,w))P(z|d,w))
Na . .
P(dle) Zizl Tl(d, WL)P(Zkld: Wl)

N
oy XS n(e, w)P(zglc, wy)

M Ng M Ng

PG) =%y Y ndw)Pldw), R= Y 3 ndw)
d=1i=1 d=1i=1

IM FOCUS DAS LEBEN 24




pLSI: Overview

RSI
GERSIZ,
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More realistic than mixture model

— Documents can discuss multiple topics!
Problems

— Very many parameters

— Danger of overfitting
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pLSI Testrun

« PLSI topics (TDT-1 corpus)

— Approx. 7 million words, 15863 documents, K= 128

The two most probable
topics that generate the
term “flight” (left) and
“love” (right).

List of most probable
words per topic, with
decreasing probability
going down the list.

RSI
GERSIZ,

“plane” “space shuttle” || “famly” | “Hollywood”
plane space home film
airport shuttle family movie
crash mission like music
flight astronauts love new
safety launch kids best
aircraft station mother hollywood
air crew life love
passenger nasa happy actor
board satellite friends | entertainment
airline earth cnn star




Relation with LSI

K
P = UV P(d,w) = ) P(dlz)P(zi) P(wilz)
k=1

U = (P(dlz)),,  Ex=diag(P(z0), Vi=(Pwilzn)),,

N - I [ .|

pmbabilites pLS4 term
S probabilities
- L pLS4 document
mmm ©  probabilities

« Difference:
— LSI: minimize Frobenius (L-2) norm
— pLSI: log-likelihood of training data

[ R L T— IM FOCUS DAS LEBEN 27




pLSI with Multinomials

@ « Multinomial Naive Bayes

| — Select document d ~ Mult(- | 7t)
- Foreach positioni=1, .., Ny
— Generate z, ~ Mult(- | d, 6,;)

N — Generate w, ~ Mult( - | Z;, By)

M
HP(Wl, Wy d | B.0,7)
d=1

M Ng K
N =| [pam] | rei=kid 60pomilse)
d=1 =1 k=1

l
M K
= 1_[ Tg Z O a1 Br,w;
3 d=1  i=1 k=1

IM FOCUS DAS LEBEN 28




Prior Distribution for Topic Mixture

« Goal: topic mixture proportions for each document are
drawn from some distribution.
— Distribution on multinomials (k-tuples of non-negative
numbers that sum to one)
- The space is of all of these multinomials can be
interpreted geometrically as a (k-1)-simplex
— Generalization of a triangle to (k-1) dimensions

. Criteria for selecting our prior:
— It needs to be defined for a (k-1)-simplex

— Should have nice properties

In Bayesian probability theory, if the posterior distributions p(6|x) are in
the same family as the prior probability distribution p(6), the prior and
posterior are then called conjugate distributions, and the prior is
called a conjugate prior for the likelihood function. [wikipedia]

RSI
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Latent Dirichlet Allocation

- Document = mixture of topics (as in pLSI), but according to a

RSI
GERSIZ,

Dirichlet prior
— When we use a uniform Dirichlet prior, pLSI=LDA

D. Blei, A. Ng, and M. Jordan. Latent Dirichlet Allocation.

[F ez LgBEc e Journal of Machine Learning Research, 3:993-1022, January 2003

30



Dirichlet Distributions

MY o)) T
p6le) = s | |6
L =1

Defined over a (k-1)-simplex
— Takes K non-negative arguments which sum to one.

— Consequently it is a natural distribution to use over
multinomial distributions.

The Dirichlet parameter o, can be thought of as a prior
count of the it class

Conjugate prior to the multinomial distribution

— Conjugate prior: if our likelihood is multinomial with a
Dirichlet prior, then the posterior is also a Dirichlet

K
f(x v ) B F(Zl‘xl' + 1) X;
1r» ===y AKD P1, ""pK Hi F(Xi n 1) ] pi
1=

E
E = & INSTITUT FUR INFORMATIONSSYSTEME
G
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LDA Model

R T & N ormaTIONSSYSTEME IM FOCUS DAS LEBEN 32




LDA Model - Parameters

@ +Proportions parameter
(k-dimensional vector of real numbers)

+ Per-document topic distribution

(k-dimensional vector of
probabilities summing up to 1)

+ Per-word topic assignment
(number from 1 to k)

W + Observed word
— N (number from 1 to v, where v is the
M number of words in the vocabulary)

+—Word “prior”
,,,,,,, ¥ (v-dimensional)

%% INSTITUT FUR INFORMATIONSSYSTEME
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Dirichlet Distribution over a 2-Simplex

02 \ 2 o2 02 02
04 .

04 04 04 04
06 oL LR
Y 06 > vy 0.6 > Y 06 >
on oB Oon
o8 08 08
1 1 ]
A panel illustrating probability density functions of a few Dirichlet
distributions over a 2-simplex, for the following a vectors (clockwise,
starting from the upper left corner): (1.3, 1.3, 1.3), (3,3,3), (7,7,7),
(2,6,11), (14, 9, 5), (6,2,6). [Wikipedia]
N ‘ 02 o2 02 o2 02
o4 04 04 04 04 04
06 o6 LR
y 06 > vy 0.6 > ¥ 06 >
o8 on O
08 08 08
1 1 ]

UNIVERSITAT ZU LUBECK
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LDA Model - Plate Notation

@ . For each document d,
— Generate 04 ~ Dirichlet(- | o)

~ For each positioni=1,..., N,

- Generate a topic z; ~ Mult(- | 6,)

- Generate a word w, ~ Mult(- | z,[3)

P(ﬁ, 6, Z1, ...,ZNd, Wy, ...,WNd)

M Ny
— N - np(edla)HP(Ziwcz)P(WiW;Zi)
d=1 i=1

IM FOCUS DAS LEBEN 35




Corpus-level Parameter o= K/ 2 «,

e leta =1
« Per-document topic distribution: K=10,D =15

1 2 3 4 5

1.0
0.8
0.6
0.4+

ZE:?[I??TT??. T?T.TTTIT. oT.T.‘ITT» TTT‘..TTTT I1?TT.!TTT

6 7 8 9 10

1.0

0.8

0.6

value

0.4

ZE:.TIMT.TM In”fhrr .[JTT.T.T .TI.I.JM ITTT.T.HT

11 12 13 14 15

1.04

0.8

0.6

z:z:..T.hT“. TI.?TTI..T TfTo”Hr. MT».I“M ..‘nTTITT

||||||||||||||||||||||||||||||||||||||||||||||||||
12345678910 12345678910 12345678910 12345678910 12345678910

item
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value

Corpus-level Parameter o

a

1 2 3 4 5 1 2 3 4 5
1.0 1.0
0.8 0.8
0.6 06
0.4 0.4
0.2 024
O,O_Trnrnlh R AR R RN AR AR R AR AR R R RS R R I R R R R R R R Rl R R R R R R I R R R R RN RS RS R RN RN RN RR RS
6 7 8 9 10 6 7 8 9 10
104 104
0.8 0.8
0.6 © 061
0.4 §0.4-
0.2 0.2
OVD_TTTTT1ITIT R AR AR R A KA R R R R AR NI RER R EA N SRR ARR R AR RIS SRR AR RRRINEAR AR ARERIARARARRERHIRARRRARRE
1 12 13 14 15 11 12 13 14 15
1.0 1.0
0.8 0.8
0.6 0.6
0.4 0.4
0.2 024
ot Tt tre e e Tt te e D et Toat e teen 0010 Cherrrennntn e ton e torter e ot eetortoentortney
12345678910 12345678910 12345678910 12345678910 123456788910 12345678610 12345678910 12345676610 12345678910 12345678910
item item
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INSTITUT FUR INFORMATIONSSYSTEME



Corpus-level Parameter o

a = 0.01

a = 0.1
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Back to Topic Modeling Scenario

Topic proportions and

Topics Documents .
op assignments

Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK—  “are not all that far apart,” especially in

How many genes does an organism to  comparison to the 75,000 genes i
/ survive? Last week at the genome meeting s Siv Anderss

here,* two genome researchers with radically s -

different approaches presented complemen-, 8 er. But coming up with a conse

tary views of the basic genes needed for lif&
One research team, using computer analy-
ses to compare known genomes, concluded  more genomes are g
that today’s organisms can be sustained with — sequenced. “It may be a way of organizt
just 250 genes, and that the earliest life forms - any newly sequenced genome,” explains
required a mere 128 genes. The Arcady Mushegian, a computational mo-
/ other researcher mapped genes lecular biologist at the Natiopal Center
in a simple parasite and esti- for Biotechnology Informatio
mated that for this organism, in Bethesda, Maryland. Comparing
800 genes are plenty to do the
job—but that anything short
of 100 wouldn’t be enough.
Although the numbers don't

sus answernay hC more than Just a go

Redundant and Rel
parasite-specific mo
genes remoygg,

lated and

Genes

moved
122 genes.

DAPTED FROM NCH

match precisely, those predictions genes
Ancestr:
/ * Genome Mapping and Sequenc-
ing, Cold Spring Harbor, New York, Stripping down. Computer analysis yields an esti-
May 8 to 12. mate of the minimum modern and ancient genomes.

SCIENCE » VOL. 2

* 24 MAY 1996
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Smoothed LDA Model

@

B

@

qqqqqq
“

« Give a different word distribution
to each topic

— [ is KXV matrix (V vocabulary
size), each row denotes word
distribution of a topic

- Foreach documentd
— Choose 0, ~ Dirichlet(- | o)
— Choose [~ Dirichlet(n- |)
— For each positioni=1, ..., N
. Generate a topic z, ~ Mult(- | 6)
. Generate a word w; ~ Mult(- | z,3,)

40



Smoothed LDA Model

o o
. <1_[ P(9d|a) 1_[ P(Zd,i |9d)P(Wd,i |131:KI Zd,i) )
d=1 i=1
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Back to Topic Modeling Scenario

Topic proportions and

[ Documents ;
Topics assignments

gene 0.04

Cenetic o0 o1 Seeking Life’s Bare (Genetic) Necessities

COLD SPRING HARBOR, NEW YORK—  “are not all that far apart,” especially in
How many genes does anorganism negd to - comparison to the 75,000 genes in the hu-
survive! Last week at the genome meeting
here,* two genome researchers with radically
different approaches presented complemen-
tary views of the hasic genes needed for life:
One research team, using computer analy-
ses to compare known genomes, concluded
that today’s/organisms can be sustained with
just 250 genes, and that the earliest life forms
required a mere 128 genes. The
other researcher mapped genes
ina 51111]"1(‘ PrlfﬂSltC ﬂnd esti-

mated that for this organism,

800 genes are plenty to do the

-

sequenced. “It may be a way of organizt
any newly sequenced genome,” explains
Arcady Mushegian, a computational mo-
lecular biologist at the Nartiqggl Center

match precisely, those predictions

— (0

Redundant and Felagdar F
job—but that anything short Senes e Cremoed . 2
of 100 wouldn’t be enough. for bocnenics 4 genes 122 genes §
Although the numbers don’t 22 genes :

£

2

469 genes. estral
gene set
* Genome Mapping and Sequenc-
ing, Cold Spring Harbor, New York, Stripping down. Computer analysis yields an esti-
May 8 to 12. mate of the minimum modern and ancient genomes.

SCIENCE o VOL. 272 » 24 MAY 1996
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Why does LDA “work”?

Trade-off between two goals

1. For each document, allocate its words to as few topics as possible.
2. For each topic, assign high probability to as few terms as possible.

These goals are at odds.

— Putting a document in a single topic makes #2 hard:
All of its words must have probability under that topic.

— Putting very few words in each topic makes #1 hard:
To cover a document’s words, it must assign many topics to it.

Trading off these goals finds groups of tightly co-
occurring words

RSI
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Inference: The Problem (non-smoothed version)

- To which topics does a given document belong?

— Compute the posterior distribution of the hidden
variables given a document:

P6,z,w|a,B)
P(wla, B)

PO, z|lw,a,B) =

N
P(6,2,wla, ) = POl@) | | PGilOIPOwilzi, )
=1

F(Z ) N K V
P(w|a,B) = I l“l( ll) (1_[ 9,?"1> (HZ H(Hkﬁkj) >

1

This not only looks awkward, but is as well computationally intractable in
general. Coupling between 6 and 3;;. Solution: Approximations.

ERLY: S UNIVERSITAT ZU LUBECK
TTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTT
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LDA Learning

- Parameter learning:

— Variational EM
- Numerical approximation using lower-bounds
- Results in biased solutions
- Convergence has numerical guarantees
— Gibbs Sampling
. Stochastic simulation
- Unbiased solutions
- Stochastic convergence

D. Blei, A. Ng, and M. Jordan. Latent Dirichlet allocation.
Y RN TR R— Journal of Machine Learning Research, 3:993-1022, January 2003



LDA: Variational Inference

- Replace LDA model with simpler one

BQ gl ¢

O O\Q

Q 0 w 0 7

N N
M M

- Minimize the Kullback-Leibler divergence between the
two distributions.

(v*,¢*) = argming, ,y KL(q(, 2|7, ¢)||p(0, z|w, o, B))

KLIPI) = - 310 g

3 wtﬁ& 5

= i,

éﬁ%ﬁ%@}: UNIVERSITAT ZU LUBECK 46
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LDA: Gibbs Sampling

- MCMC algorithm

— Fix all current values but one and sample that value,
e.g, forz

P(z; =k|z_;,w)

— Eventually converges to true posterior

JJJJJJJ
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Variational Inference vs. Gibbs Sampling

« Gibbs sampling is slower (takes days for mod.-sized
datasets), variational inference takes a few hours.

 Gibbs sampling is more accurate.

.« Gibbs sampling convergence is difficult to test,
although quite a few machine learning approximate
inference techniques also have the same problem.

RSI
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LDA Application: Reuters Data

- Setup

— 100-topic LDA trained on a 16,000 documents corpus of
news articles by Reuters

— Some standard stop words removed
. Top words from some of the P(w|z)

“Arts” “Children”

new million children school
film tax women students
show program people schools
music budget child education
movie billion years teachers
play federal families high

musical  year work public

RSI
GERSIZ,
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LDA Application: Reuters Data

« Result

Again: “Arts”, “Budgets’, “Children”, "Education”.

The VWilliam Randolph Hearst Foundation will give $1.25 million to
Lincoln Center, Metropolitan Opera Co., New York Philharmonic and
Juilliard School. “Our board felt that we had a real opportunity to make
a mark on the future of the performing arts with these grants an act
every bit as important as our traditional areas of support in health,
medical research, ecucation and the social services,” Hearst Foundation
President Randolph A. Hearst said Monday in announcing the grants.
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Measuring Performance

. Perplexity of a probability model

- How well a probability distribution or probability model
predicts a sample

— g: Model of an unknown probability distribution p
based on a training sample drawn from p

— Evaluate g by asking how well it predicts a separate test sample
X4, ..., Xy also drawn from p

— Perplexity of g w.r.t. sample x4, ..., x,; defined as
1
2~ Ziz1 1082 4(xy)

— A better model g will tend to assign higher probabilities to g (x;)
- lower perplexity (“less surprised by sample”)

RSI
GERSIZ,
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Perplexity of Various Models
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Use of LDA

- A widely used topic model (Griffiths, Steyvers, 04)
- Complexity is an issue

« UseinlIR:
— Ad hoc retrieval (Wei and Croft, SIGIR 06: TREC benchmarks)
— Improvements over traditional LM (e.g., LS| techniques)

— But no consensus on whether there is any improvement
over Relevance model, i.e., model with relevance feedback
(relevance feedback part of the TREC tests)

T. Griffiths, M. Steyvers, Finding Scientific Topics.
Proceedings of the National Academy of Sciences,
101 (suppl. 1), 5228-5235. 2004

Xing Wei and W. Bruce Croft. LDA-based document models

for ad-hoc retrieval. In Proceedings of the 29th annual

international ACM SIGIR conference on Research and

development in information retrieval (SIGIR '06). ACM, New
York, NY, USA, 178-185. 2006.

Sl RIS R monssrsreus TREC=Text REtrieval Conference >3



Generative Topic Models for Community
Analysis

Pilfered from: Ramesh Nallapati

http://www.cs.cmu.edu/~wcohen/10-802/lda-sep-18.ppt
&

Arthur Asuncion, Qiang Liu, Padhraic Smyth:

Statistical Approaches to Joint Modeling of Text
and Network Data
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What if the corpus has network structure?
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bs 1 The inductive learning problem N N
’ Irrelevant features and the consists of learning a concept N
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’ \
’ We address the problem of nonexamples of the concept. To \
7 finding a subset of features that perform this learning task \
4 allows a supervised induction inductive learning algorithms bias \
| ’/ algorithm to induce small high- their learning method... \\
= T\ accuracy concepts...
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- h features learning in robots \‘
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CORA citation network. Figure from [Chang, Blei, AISTATS 2009]

J. Chang, and D. Blei. Relational Topic Models for Document Networks.

VINSTIROT RO SR aTionssvsTeme AISTATS, volume 5 of JMLR Proceedings, page 81-88. JMLR.org, 2009. IM FOCUS DAS LEBEN 35




Outline

- Topic Models for Community Analysis

— Citation Modeling
. with pLS|
- with LDA
— Modeling influence of citations

— Relational Topic Models
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Hyperlink Modeling Using pLSI

&

« Select document d ~ Mult(m)

— For each positionn=1,..., N
« Generate z,, ~ Mult(- |6,)
- Generate w, ~ Mult(- |5, )
— Foreach citationj=1,..., L
- Generate z, ~ Mult(- [6,)
- Generate ¢, ~ Mult(: |ij)

M

ERSI
444444

ONCO

D. A. Cohn, Th. Hofmann, The Missing Link - A Probabilistic
Model of Document Content and Hypertext Connectivity, In:
Proc. NIPS, pp. 430-436, 2000
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Hyperlink Modeling Using pLSI

@ « pLSllikelihood
Q/ UP(Wl, o Wh,, A0, B, n)
| 1_[ (ﬁi Hdkﬁkwn>

=1k

« New likelihood

M
Y C P(W1 Wy, C1 ch,d|0 B,y n)
— N — L a=1
M Ng K Lg K
M
- 1_[ Ta (1—[ Z Hdkﬁkwn> 1—[ Z OarYkc;
d=1 i=1 k=1 j=1 k=1

- Learning using EM
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Hyperlink Modeling Using pLSI

« Heuristic

— 0<a <1 determines the relative importance of content
and hyperlinks

M
1_[ P(Wl, s WN 5 €1y wees CL ) d|9,,8, Y, n)

felf]S ) (150r)

d=1 i=1 k=1 j=1 k=1
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ACCUracy

Hyperlink Modeling Using pLSI

0.28 0.5 r T
1 ¥ g .
026 F . } i T
} { } AN o } o.45 | _.E S
0.24 | | } } } } -
0.32 | s 997 |
A
3
0.2 F 1 o0.25 | -
o.228 F- -
.2 pk -
0.26 | -
VwebkB data | Cora data
0 24 . std error ——--— 025 . std error ——---
O .2 04 0.6 DE: 1 O .2 04 0.6 DE: 1
alpha alpha

Hyperlink < "~ Content Hyperlink < ~—Content
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Hyperlink modeling using LDA

&

« For each documentd,

— Generate 0, ~ Dirichlet(a)
— For each positioni=1, ..., N
 Generate a topic z, ~ Mult(- |6,)
+ Generate aword w; ~ Mult (- |5, )
— Foreachcitationj=1, ..., L
- Generate z, ~ Mult(6)
. Generate ¢, ~ Mult (- |yzj)

C

. Learning using variational EM,
Gibbs sampling

E. Erosheva, S Fienberg, J. Lafferty, Mixed-membership models of
scientific publications. Proc National Academy Science U S A. 2004

Apr 6;101 Suppl 1:5220-7. Epub 2004 Mar 12. 61



Link-pLSI-LDA: Topic Influence in Blogs

“
®

o,

—~ N
M

Cited documents /C iting documents

—_J

% R. Nallapati, A. Ahmed, E. Xing, W.W. Cohen, Joint Latent Topic
R i onssvsreu: Models for Text and Citations, In: Proc. KDD, 2008. IM FOCUS DAS LEBEN 62




Topic 21 Topic 7 Topic 16 Topic 20
“CIA LEAK” “IRAQ WAR"™ “SUPREME COURT “SEARCH ENGINE
NOMINATIONS™ MARKET"
0.067 0.062 0.06 0.04
[ JOPIOPNALTERMS
rove will robert will
his war court search
who attack bush new
time iraq his market
cooper terrorist supreme post
karl who john product
cia world nominate brand
bush terror judge permalink
know mushim will time
report america conservative yahoo
story one right you
source people president year
house think justice comment
leak bomb nominee company
plame against senate business

TOP BLOG POSTS ON TOPIC

illmon org willisms.com themoderatevoice.com edgeperspectives.
typepad.com
Whiskey Bar Iraq what might The Moderate Voice John Hagel
qando.net instapunk_com blogsforbush.com _COmparisonengines.com
Free Markets & People InstaPun***K Blogs for Bush Comparison of Engines
captamsquartersblog jthadwatch.org michellemalkin.com blogs forrester.com
.com, Captain’s Quarters Jihad Watch Michelle Malkin Charlene L1’s Blog
coldfury.com thesharpenernet | captainsquartersblog.com Tongtail.typepad.com
The Light Of Reason The Sharpener Captain’s Quarters The Long Tail
thismodernworld.com | thedonovan.com wizbangblog.com searchenginejournal.com
Tom Tomorrow Jonah’s Military Wizbang Search Engine Journal
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Modeling Citation Influences - Copycat Model

. Each topicin a citing document is drawn from one of
the topic mixtures of cited publications

fc'=c
N
tokens j topics t tokens i
cited documents ¢’ citing documents d
75; L. Dietz, St. Bickel, and T. Scheffer, Unsupervised Prediction of

%{% VINSTITUT FOR INFORMATIONSSYSTEME Citation Influences, In: Proc. ICML 2007.



Modeling Citation Influences

Citation influence model: Combination of LDA and
Copycat model

tokens j topics t tokens i
cited documents ¢* citing documents d

L. Dietz, St. Bickel, and T. Scheffer, Unsupervised Prediction of
Citation Influences, In: Proc. ICML 2007.
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Modeling Citation Influences

. (Citation influence graph for LDA paper

Hofi Gireen ot al.
Probabilistic M-}th:.Lling h.clc.mgcn.cily
Latent Semantic “:l::c'"?:n‘:qmﬂ;?m
Indexing
Collins et al Pickens I
A Generaliz t'. Bowers A Comparisen Bamtine et al. Hofmann Duygulu e ol. Boero-yaics
;';:mi;jw“ EM Algorithmes of Language Multi-faceted Probabilistic Cyject Recognition etal,
. aent Analvais for PCA and Modeling and Learning for Latent Semantic s Machine Translation: Modern Information
Compo o o4 SPCA Probabilistic Web Taxenomies Analysis Learning a ... Retrieval
_ 1 [ I | | I
|
A J
Bunting Brochu et al.
Yartatienal MName That Song!:
Extensions to A Probabilistic
EM and Multinomaal Approach 1o
PCA ..
. | . T W
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Jordan et al.
An Introduction
to Varational

Methods for
Graphical ..

Ghahraman et
al.
Propagation
Algorithms for
Wariational
Bayesian Learming
I
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Modeling Citation Influences

Words in LDA paper assigned to citations

Cited Title Associated Words ~y

Probabilistic text(0.04), latent(0.04), 0.49

Latent Semantic modeling(0.02), model(0.02),

Indexing indexing(0.01), semantic(0.01),
document(0.01), collections(0.01)

Modelling dirichlet(0.02), mixture(0.02), 0.25

heterogeneity allocation(0.01), context(0.01),

with and variable(0.0135), bayes(0.01),

without the continuous(0.01), improves(0.01),

Dirichlet process model(0.01), proportions(0.01)

Introduction to variational(0.01), inference(0.01). 0.22

Variational
Methods for
Graphical
Methods

algorithms(0.01), including(0.01),
each(0.01), we(0.01), via(0.01)

UNIVERSITAT ZU LUBECK
INSTITUT FUR INFORMATIONSSYSTEME
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Modeling Citation Influences

Predictive Performance

AUC

0,8

0,7

0,6

0,5

0,4

Ff
. 4 E —e— Citation
—_—— . T~ ! - Influence
[ ~~_ . Copycat
T~ ~: — — LDA-post
LDA-JS
|
10 15 30 50

Number of Topics
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Relational Topic Model (RTM) [ChangBlei 2009]

- Same setup as LDA, except now we have observed
network information across documents

. Yda' ~ 1P(yd’d/ ‘Zd, Zg4, n)

“Link probability function”

Documents with similar

topics are more likely to
be linked.

J. Chang, and D. Blei. Relational Topic Models for Document Networks.

i‘%@%ﬁ “INSTITUT FOR INFORMATIONSSYSTEME AISTATS, volume 5 of JMLR Proceedings, page 81-88. JMLR.org, 2009.



Relational Topic Model (RTM) [ChangBlei 2009]

« Foreach documentd
— Draw topic proportions

« Draw word

Wd,nlzd,n» ,81:1{ - Mult(ﬁzd,n)
— For each pair of
documents d, d’
- Draw binary link indicator
V|za,zqr ~Y( |za, 2g)

»
»

2

S
® |-
~ =

O, |la ~ Dir(a)
- Foreach word wy ,
« Draw assignment
@ @ ZanlOq ~ Mult(64)
) Zd’,n
Wa'n
N,

RSI
GERSIZ,
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Collapsed Gibbs Sampling for RTM

Conditional distribution of each z:

—|dn
P(zqn = k|z7%",) < (NZE™ + @) ﬁd”-l—-l_l/lfﬁ < LDA term

1_[ we(yd,d’ — 1|Zd;zd’;77) +— “Edge” term

dlidyd d/=1

l_[ Ve(Vaar =0124,241,m) «— “Non-edge” term
d’id:yd}dl=0

. Using the exponential link probability function, it is
computationally efficient to calculate the “edge” term.

. Itis very costly to compute the “non-edge” term
exactly.

qqqqqq
“

N ?% &

bR | —_
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Approximating the Non-edges

1. Assume non-edges are “missing” and ignore the term
entirely (Chang/Blei)

2. Make the following fast approximation:

r(l —exp(c;)) = (1 — exp(¢;))N, where ¢; = %2 c;

l L

3. Subsample non-edges and exactly calculate the term
over subset.

4. Subsample non-edges but instead of recalculating
statistics for every z, ,, token, calculate statistics once
per document and cache them over each Gibbs sweep.

RSI
GERSIZ,
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Document networks

# Docs # Links Ave. Doc- | Vocab-Size Link Semantics
Length

CORA 4,000 17,000 1,200 60,000 Paper citation (undirected)
Netflix 10,000 43,000 640 38,000 Common actor/director
Movies
Enron 1,000 16,000 7,000 55,000 Communication between
(Undirected) person i and person j
Enron 2,000 21,000 3,500 55,000 Email from person i to
(Directed) person j

E
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Link Rank

« “Link rank” on held-out data as evaluation metric
— Lower is better

d

test

v
{dtrain} —>

BlaCk‘bOX 4} Ranking over {dtrain}
> Linkranks
_} /

Edges between d,.; and {d,,;}

Edges among {d,,,}

- How to compute link rank (simplified):
1. Train model with {d.,.. .
2. Given the model, calculate probability that d..., would link
toeach d, . . Rank{d,. .} according to these probabilities.

3. For each observed link between d..., and {d,,.; .}, find the
iiiiiii | “rank”, and average all these ranks to obtain the “link rank”

N
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Results on CORA data

Comparison on CORA, K=20

270
250 +
230 + T
4
g T -
o 2101 J_ T
c —
=
190 | J_ J_ J
170 +
150 : : : :
Baseline LDA + Regression Ignoring non-edges  Fast approximation of ~ Subsampling non-
(TFIDF/Cosine) non-edges edges (20% )+Caching
8-fold cross-validation. Random guessing gives link rank = 2000.
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Results on CORA data

400 —— . . . . . . " 650 —q : .
B Baseline —o— Baseline
—+— RTM, Fast Approximation 600 - —H— LDA + Regression (K=40)
350 N 550 —~A— Ignoring Non-Edges (K=40)
—— Fast Approximation (K=40)
300 500 |- Subsampling (5%) + Caching (K=40) |
450 |-
X X
C C A
5 S -
o 250 . OC 400}
X X
£ <
- - 350f
200 |-
300 |-
1501, 250 |-
200 |-
100 L L L L L L L C 150 r r r r
0 20 40 60 80 100 120 140 160 0 0.2 0.4 0.6 0.8 1
Number of Topics Percentage of Words

- Model does better with more topics
« Model does better with more words in each document

Nfy = . .
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Timing Results on CORA

CORA, K=20

7000 (- )

—o— LDA + Regréssion

6000l | —E— Ignoring Non-Edges

—A— Fast Approximation

—#%— Subsampling (5%) + Caching
"| —%— Subsampling (20%) + Caching

Time (in seconds)

0 L L L L L
1000 1500 2000 2500 3000 3500 4000
Number of Documents

“Subsampling (20%) without caching” not shown since it takes
62,000 seconds for D=1000 and 3,720,150 seconds for D=4000

UNIVERSITAT ZU LUBECK
INSTITUT FUR INFORMATIONSSYSTEME
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Conclusion

- Relational topic modeling provides a useful start for combining text
and network data in a single statistical framework

- RTM can improve over simpler approaches for link prediction

« Opportunities for future work:
— Faster algorithms for larger data sets
— Better understanding of non-edge modeling
— Extended models

LLLLLL
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