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Abstract
The landscape of human mobility faces tough challenges that will require us to redefine the way we

travel in future. In a world where we have revolutionized virtual presence by modern communication

methods, our professional and individual need for physical relocation has not significantly decreased.

Instead, our ever growing worldwide populations make heavy use of their expanding access to ve-

hicles that become quicker and cheaper. The volume capacities for individual transport connections

approach their limits and our concentration and situation assessment capabilities do already exceed

theirs regularly. Human error leads to fatalities, congestion and suboptimal energy efficiency and has

consequently become a central topic of automotive research.

The very same sensor data fusions nowadays driving the progress of driver assistant systems will even-

tually become the cognitive base enabling the driver’s potential replacement by an artificial intelligence.

What has been successfully applied to subway trains or even buses might therefore solve the problem

of human limits, while preserving complete freedom over travel time and location. Furthermore, the

advancements in communication technology and car telemetry enable these systems to know more

about the road than what their own sensors pick up.

This thesis aims to motivate and define the environment of an autonomous highway scenario and to

propose possible rules for a group-based agent design as a superior alternative to human drivers and

individually acting autonomous agents. In the focus of our research lies the question of how socially

conscious decisions could be made in a group of autonomous cars and how they impact important

factors of their passengers’ traveling experience.
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1 Introduction

Today’s automotive traffic can be called a microcosm in its own right. It comprises a variety of dif-

ferent subjects following a distinct set of rules and communicating in their own non-verbal language.

The established main currency is time and every participant’s goal its minimization using the limited

dimensions of influence on his or her way from A to B. It is an environment that grows in participants

faster than it does in infrastructure and their behavior has far-reaching effects on the world beyond the

roads. It influences economic efficiency, greenhouse gas emissions, and our well-being from physical

fatalities to mental road rage. Apart from the structural issue of limited flow capacities or the techno-

logical difficulties in migrating away from fossil fuels, human irrationality in the core decisions of each

particle of the stream can be often be shown to create and amplify phenomena leading to suboptimal

usage of the bandwidth available.

The author’s interest and experience in the world of automotive engineering and fascination for the

young scientific field of artificial intelligence has sparked the idea of the modeling and evaluation

of a future highway system that bases individual decisions on the unimpaired situation assessment

of distributed sensors and the mathematical1 rationality of autonomous agents. Identifying modern

developments in cyber-physical systems (CPS, see [Bro10]) and driver assistant technology, we will

propose a flexible system that uses available infrastructure and obeys current highway regulations. We

will formulate a business case and integrate these economical assumptions together with hardware

requirements, usability concerns, and ecological opportunities into an overall concept for autonomous

travel. In the focal point of our work, we will show how the various interdisciplinary considerations

could be formalized as criteria in the group-based lane change decisions of several locally connected

agents, to exploit shared sensor information and enforce priority-based individual privilege for various

use cases. We then implement core parts of the suggested behavior and evaluate empirical data from

this simplified simulation to gain early qualitative estimations of the system’s potential and identify

further optimization and expansion opportunities.

1.1 Motivation

Even though it still requires some significant breakthroughs in perception technology and debates on

political and legal principals, the potential benefits of our approach have a solid base in today’s car

engineering and current trends fuel the search for potential radical changes to our highway traffic. In

the following, we will outline some of the issues observed today.

1one could say "cold" in its most positive meaning
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1 Introduction

1.1.1 Traffic Congestion
The problem of traffic congestion has many different appearances and causes. It covers terms like "stop

and go" traffic or traffic "jams". While the detailed study of its roots is beyond the scope of this thesis,

researchers from the field of traffic science provide some interesting arguments that show the potential

of autonomous agents to relax today’s situation:

• Vehicles equipped with adaptive cruise control (ACC) have been shown to increase traffic flow

on highways significantly even with low penetration rates, e.g. by [KTH10].

• Individual irrational behavior such as harsh braking or risky lane switching can initiate con-

gestion because the disturbance caused by this single event is amplified [Tre11] while being

propagated backwards2.

And today’s situation desperately needs relaxation, as current statistics show. In its 2010 annual report

on congestion [ADA11], the German automobile club (ADAC) states a number of 185,000 occasions

of congestion with a accumulated length of 400,000km. The yearly increase from 2009 in length was

at 14%. Figure 1.1 shows the kilometers of congestion per kilometer of length for the most affected

highways for one year. Schreckenberg[dpa09] estimated the time spent in German traffic jams to a

figure that translates to 2.4 days/year/person.

__________________________________________________________________________________________
Staubilanz 2010 auf Autobahnen März 2011 5/9

Gemeldete Staukilometer pro Kilometer Autobahn (Autobahnen A 1 - A 24)
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TOP 20 - Staustrecken

Anhand der ADAC-Staudatenbank wurden die 20 stauauffälligsten Autobahn-
Streckenabschnitte des Jahres 2010 ermittelt. Diese sind in der folgenden Tabelle aufgelis-
tet. Diese 20 Autobahnabschnitte mit einer Gesamtlänge machen etwa 15% des Autobahn-
netzes aus. Von diesen 20 Abschnitten stammen gut 40% aller gemeldeten Staus und Stau-
kilometer.

BAB Autobahnabschnitt 
(gilt für beide Fahrtrichtungen)

Anzahl 
Stau-

meldungen

Gemeldete 
Staudauer 
(Stunden)

Gemeldete 
Staulänge 

(km)

A1 Hamburg Bremen 2.245  
 

2.615  
 

5.497  

A1 Bremen Osnabrück 1.892 2.763 4.334

A1 Köln Dortmund 2.143 2.008 4.690

A100 Neukölln Wilmersdorf 11.057 5.892 15.407

A100 Wedding Wilmersdorf 12.590 10.021 15.831

A111 AD Oranienburg Charlottenburg 5.828 4.439 6.564

A2 Hannover Dortmund 5.169 6.126 12.650

A3 Oberhausen Köln 4.732 4.396 11.507

A3 Frankfurt Köln 2.855 3.449 5.258

A3 Würzburg Frankfurt 2.911 3.453 6.621

A40 Duisburg Dortmund 4.263 4.899 9.690

A46 Düsseldorf Wuppertal 3.439 3.230 7.221

A5 Karlsruhe Basel 2.387 6.210 7.100

A57 Krefeld Köln 3.117 3.857 6.354

Figure 1.1: Reported kilometers of congestion per road kilometer (Highways A1 to A24)[ADA11]

American figures from [TTI11] for 2010 identify further impacts of congestion, such as an average of

750USD annual cost per citizen caused by the delay and the waste of fuel while standing still. Figure

1.2 holds an excerpt of the results for America’s most populated areas and details on their interpretation.

1.1.2 Active Automotive Safety
While today’s driver assistant systems already provide a solid base for autonomous highway driving

(discussed in Chapter 2.4.1) with regards to sensor technology, their "assisting" character and current

legal regulations limit their protective capabilities. Current flaws that can be addressed by our approach

include:
2you could informally call this a "butterfly effect"
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Table 1.  What Congestion Means to You, 2010 

Urban Area 
Yearly Delay per Auto 

Commuter Travel Time Index 
Excess Fuel per Auto 

Commuter 
Congestion Cost per 

Auto Commuter 

Hours Rank Value Rank Gallons Rank Dollars Rank 

Very Large Average (15 areas) 52  1.27  25  1,083  

Washington DC-VA-MD 74 1 1.33 2 37 1 1,495 2 
Chicago IL-IN 71 2 1.24 13 36 2 1,568 1 
Los Angeles-Long Beach-Santa Ana CA 64 3 1.38 1 34 3 1,334 3 
Houston TX 57 4 1.27 6 28 4 1,171 4 
New York-Newark NY-NJ-CT 54 5 1.28 3 22 7 1,126 5 
San Francisco-Oakland CA 50 7 1.28 3 22 7 1,019 7 
Boston MA-NH-RI 47 9 1.21 20 21 11 980 9 
Dallas-Fort Worth-Arlington TX 45 10 1.23 16 22 7 924 11 
Seattle WA 44 12 1.27 6 23 6 942 10 
Atlanta GA 43 13 1.23 16 20 12 924 11 
Philadelphia PA-NJ-DE-MD 42 14 1.21 20 17 18 864 14 
Miami FL 38 15 1.23 16 18 16 785 19 
San Diego CA 38 15 1.19 23 20 12 794 17 
Phoenix AZ 35 23 1.21 20 20 12 821 16 
Detroit MI 33 27 1.16 37 17 18 687 26 
Very Large Urban Areas—over 3 million population. 
Large Urban Areas—over 1 million and less than 3 million population. 

Medium Urban Areas—over 500,000 and less than 1 million population. 
Small Urban Areas—less than 500,000 population. 

Yearly Delay per Auto Commuter—Extra travel time during the year divided by the number of people who commute in private vehicles in the urban area. 
Travel Time Index—The ratio of travel time in the peak period to the travel time at free-flow conditions.  A value of 1.30 indicates a 20-minute free-flow trip takes 26 minutes in the peak 
period. 
Excess Fuel Consumed—Increased fuel consumption due to travel in congested conditions rather than free-flow conditions. 
Congestion Cost—Value of travel time delay (estimated at $8 per hour of person travel and $88 per hour of truck time) and excess fuel consumption (estimated using state average cost 
per gallon for gasoline and diesel). 
Note: Please do not place too much emphasis on small differences in the rankings.  There may be little difference in congestion between areas ranked (for example) 6

th
 and 12

th
.  The 

actual measure values should also be examined. 
Also note:  The best congestion comparisons use multi-year trends and are made between similar urban areas. 
 

Figure 1.2: "What congestion means to you, 2010" [TTI11]

• Since regulations for driver assistant systems still require the driver to be in control of the fi-

nal decision for a maneuver, the natural human reaction time and perception limits cannot be

completely neutralized by the system.

• There are psychological studies that have reported that drivers using advanced assistant systems

have been subject of behavioral adaptation [RH04]. The experienced increase in safety can be

overrated and leads to more aggressive driving, identifiable by a decreased headway or higher

speeds.

• As mentioned in [Bro10], stand-alone ACC in particular can cause rear-end collisions by lon-

gitudinal oscillation causing the last in a sequence of equipped vehicles to exceed its braking

capability.

1.1.3 Emissions

Carbon dioxide emissions are not only a problem while standing in a traffic jam. Since its genera-

tion is proportional to the vehicle’s fuel consumption, it is also directly linked to its acceleration as

detailed in [ZSFB95]. Therefore, the reduction of acceleration time while traveling is a matter of en-

vironmental and financial benefits. For electric vehicles, the same holds with regard to battery life and

greenhouse gases associated with the generation of electricity. Cooperative behavior among agents can

be optimized for smooth progression, limiting the time and intensity of acceleration needed.

Furthermore, drag effects can be exploited to reduce consumption by disbanding safety gaps between

connected autonomous vehicles. [ZSFB95] have shown that drag is responsible for about 80% of

fuel consumption at a usual highway speed of 130km/h and can be reduced to 55% of its value when

building a 4-vehicle platoon, with longer convoys suggesting even better coefficients.

3



1 Introduction

1.2 Comparison to Current Research
The field of traffic science has become more important and is growing with the severity of the problems

mentioned. Many ideas from different projects and research efforts have influenced choices made

during this study or provided unsolved problems that require a more radical approach. Some concepts

and their similarities and contradictions to our approach are covered in the following sections.

Intelligent driver model (IDM) and simulations by [TH02]: As will be described in the follow-

ing, we base some of our low level behavior on this well-studied method of modeling lane-

following behavior. The simplicity of its parameterization and implementation outweigh its lim-

its in accuracy in extreme cases that are not in the scope of this thesis. The acceleration values

resulting from its inner calculations carry a meaning, that can be used as a decision factor by

rational agents. However, unlike its creators, we do not try to mimic human behavior or explain

congestion situations. Since we are in control of our connected vehicles, we rather use the IDM

as one indicator in the design of a rational behavior involving more than just following the car in

front.

California PATH program [Tam00]: This research effort under supervision of the University of

California follows the idea of automation on highways to increase throughput and lower emis-

sions. Compared to the assumptions of this thesis, the approach has some severe flexibility

shortcomings. It relies on magnets installed in special lanes only to be used by autonomous

vehicles, that are separated from manually driven lanes using high barriers. This leads to com-

plicated structures for entry and exit, as depicted in Figure 1.3. Position in the platoon is then

fixed to achieve drag reducing effects. Designed for American highways with tight speed limits

and many lanes, the system does not integrate well into European standards and road sizes.

DESCRIPTION OF PREFERRED CONFIGURATION

Figures 1 a, b & c show the preferred layout and mode operation. As explained above, this
shows an AHS which shares space with manual lanes on a freeway, and is accessed from those
manual lanes. If the AHS were on its own structure, and accessed by ramps, figure 1a does not
apply, and figure 1b requires a little modification. Figure 1c is unaltered.

Figures 1a, b & c. Layout of preferred AHS. Thic k lines indicate a high barier , dotted lines a lo w one.
Thin lines are r oad markings.  The “dormitory”  in figure b receives vehic les rejected at entr y, and
vehicles which have not resumed manual control after exit.

8'

8'

AL

AL

TL (EML)

MLs

Low Barrier
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Entry Test
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Manual

CCL

Figure 1 b

Figure 1 c

Figure 1 a

2

Figure 1.3: Entry to the PATH automated highway system [Hit95]

European SARTRE Platooning Programme [TR10]: As the name suggests, the SARTRE project

focuses entirely on convoy formation. The idea is to establish a business case that teams up a

professional driver and up to five participants that will join into a platoon behind this manually

driven lead vehicle as pictured in Figure 1.4. The following vehicles then engage fully au-

tonomous longitudinal control with significantly reduced headway and fixed order. Even though

this approach is a lot easier to adapt on current roads than PATH, it does not remove human er-

ror. Instead, it leaves non-drivers under the responsibility of a paid person very much like a bus

4



1.2 Comparison to Current Research

driver. This raises a lot of issues regarding mistakes by these drivers or rules of behavior when

multiple convoys meet. The business model might include charging for electric vehicles and

aims for the same platoon drag reduction as its Californian precursor. Our core component of

lane switching is not part of SARTRE, as well as group decisions, arbitrary formation of groups,

or coping with different speed desires.

 

INTRODUCTION 
Work has been undertaken on platooning for 

several years with various scenarios being 

proposed, however these solutions have 

typically required significant modification to 

the roadside infrastructure or even dedicated 

lanes. With the increased reliability and 

reduced cost of electronics and 

communications over the last 10 years it is 

becoming viable to develop a safe and 

reliable platooning system, however there 

are still significant challenges with platoons interacting with conventional traffic on public 

motorways. There are also significant acceptability issues that mean the adoption of platoons 

on public motorways is not likely to be a near term reality even with the understood 

environmental, safety and convenience benefits. The SARTRE project will more fully 

understand the issues around platooning on public motorways and develop solutions that help 

address the acceptability issues thus encouraging the modal shift towards vehicle platoons. 

The overall concept of a SARTRE platoon is that the lead vehicle will be driven as normal by 

a trained, professional driver, and the following vehicles will be driven fully automatically by 

the system, allowing the drivers to perform tasks other than driving their vehicles 

THE BENEFITS 
The project addresses three cornerstones of transportation issues: environment, safety and 

congestion while also encouraging driver acceptance through increased “driver comfort”.  

In the "Partners for Advanced Transit and Highways (PATH) program" in the US during the 

1990s an average benefit of about 20 % improvement in fuel consumption has been estimated 

for highway (= high speed) driving in platoons [2]. This benefit varies with the number of 

vehicles, the vehicle spacing and the aerodynamic geometry of vehicles. 

A TRL report [3] states that 18% of road fatalities are the result of driver inattention. The 

platoon incorporates a significant level of driving automation whereby for extended periods 

“drivers” of following vehicles concede their control to the lead vehicle and local autonomous 

systems. Thus road train users should benefit safety-wise from having a trained professional 

driver in the lead vehicle with autonomous control systems while within the platoon. Suitable 

scenarios for platoon operation that may lead to improved road safety will be identified on the 

project. 

For the congestion benefits of platooning, SARTRE will reduce the speed variability of 

vehicles thus improving the overall traffic flow. It is necessary to discriminate between 

different traffic conditions [1] (free traffic, collapsing traffic, synchronic inhomogeneous 

 

Figure Figure Figure Figure 1111 Platoon Illustration Platoon Illustration Platoon Illustration Platoon Illustration    
Figure 1.4: SARTRE platoon illustration [TR10]

Google autonomous driving project [Mar10]: Not many scientific facts are known about the

recent involvement of Google in the field of autonomous vehicles. Under the lead of Sebastian

Thrun, who is also director of the Stanford Artificial Intelligence Laboratory and was involved

with the DARPA challenge participations mentioned in Chapter 2.4.2, they have been developing

individual autonomous cars that participate in highway and urban traffic. They are equipped

with a 3D range sensor and always connected to a central database that holds descriptions of

the world around them and is constantly matched with the perceptions of the vehicle. [Mar10]

quotes Google’s claims to have conducted over 140,000 miles of test drives with only occasional

human intervention and no accidents caused by the agent. It remains unclear, what business

plan might be behind the project or whether any form of convoy driving or other cooperative

behavior is involved. The inclusion of urban traffic scenarios is remarkable, but it is left open,

how autonomous the vehicles really are in environments that have not been thoroughly mapped to

the central database. This decentralization of decision making also raises questions of availability

and privacy.
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2 Current Foundations
In order to put the scenario and suggestions of this thesis into a solid context, this section covers some

of the underlying theory and a view on the state of the art. Especially, important terms and the gen-

eral view of the world in the field of artificial intelligence will be discussed to provide the necessary

background for our lines of thought. However, the following sections will only give an overview of the

different topics in the briefness adequate to our cause. Readers interested in the history, a full introduc-

tion, and the current trends of A.I. are referred to the excellent compendium Artificial Intelligence: A

Modern Approach by Russell and Norvig [RNC+96] that is the base for many assumptions presented

here.

Apart from artificial intelligence theory, we will also cover some basic ideas and modern projects in

the fields of autonomous cars and traffic science.

2.1 Autonomous Agents
Out of the many definitions of artificial intelligence, this thesis is centered around the following by

[PM10]:

"Artificial intelligence, or AI, is the field that studies the synthesis and analysis of com-

putational agents that act intelligently."

This view of AI focuses on the concept of an agent as the central component of an intelligent system.

Such agents are defined in [RNC+96] as

"[...] anything that can be viewed as perceiving its environment through sensors and

acting upon that environment through actuators."

commands

Agent

percepts

Controller

Body

Environment

actionsstimuli

Figure 2.1: Agent system overview [PM10]
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It is fully defined by the agent function that maps any given perception that is gathered by the sensors

to an action that is given to the actuators for execution. This function is translated to an agent program

that is the actual implementation of the function on the target hardware.

Figure 2.1 shows the structure of an agent with the agent program running on the controller and the

sensors and actuators situated in the body. In our scenario, picture a car as the home of our agent.

Its program will run on some computer hardware inside, the sensors available might be anything from

radar to cameras, and the actuators basically include anything that you as a human driver could operate

in the cockpit to influence the car’s physical behavior, such as gas, brakes, turn lights, or even the horn.

Intelligent in this case means rational, which implies that the agent is always doing the right thing

given his perceipts of the current environment. The right thing is defined as the action (or sequence

of actions) that makes the agent most successful by a certain performance measure. For any rational

agent, an objective and well-defined performance measure is a mandatory requirement for its ability to

make appropriate decisions. We will elaborate on the nature of measuring performance in Section 2.2

2.1.1 Agent Types
To be able to understand the design of our agents, this section will briefly introduce the four main agent

structures that together hold the principals of almost all kinds of intelligent systems.

Simple Reflex Agents

Agent

E
n
v
iro

n
m

en
t

Sensors

What action I
should do nowCondition-action rules

Actuators

What the world
is like now

Figure 2.2: Simple reflex agent schematic [RNC+96]

The most trivial form of intelligence lies in the processing of simple condition-action rules. They

work like human reflexes and map a single perceipt to exactly one reaction. This limits their flexibility

by requiring the designer to specify rules for everything perceived that should make the agent do

something. We will see later that we can implement some basic movement rules for our vehicles by

simple reflex behavior.

Model-based Reflex Agents
If an agent does not only react to things directly visible to its sensors, but also needs to react to parts

of its environment that are not observable right now, it needs to keep track of its perceipts. That

means, it needs to be able to make good assumptions about once seen objects in its world if they get

occluded temporarily. This requires the designer to specify a model of the world and code it into the

agent, e.g., to predict the movement of another object with a constant speed v to appear at a position
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Agent

E
n
v
iro

n
m

en
t

Sensors

State

How the world evolves

What my actions do

Condition-action rules

Actuators

What the world
is like now

What action I
should do now

Figure 2.3: Model-based reflex agent schematic [RNC+96]

x0 + vx∆t after t has passed. Many systems already in todays cars work as model-based reflex agents.

Examples include lane assistants or adaptive cruise controls that make use of Kalman filters and vehicle

movement models to predict future sensor input and even out sensor noise.

Goal-based Agents

Agent

E
n
v
iro

n
m

en
t

Sensors

What action I
should do now

State

How the world evolves

What my actions do

Actuators

What the world
is like now

What it will be like
  if I do action A

Goals

Figure 2.4: Goal-based agent schematic [RNC+96]

Some tasks require more flexibility than just a fixed model of the world. Instead of seeing an input or

model observation and mapping to a single action that the agent should do, there might be situations

that offer a choice of different actions possible for a single perceipt. A reflex agent cannot choose and

always follows the path hard-coded by its creator. To make a good decision in situations that offer

choice, we need an agent that has an idea of what state is desired in the end - a goal. Given this

information it can choose the action (or search for a sequence of actions) that will help to reach the

goal state. Apart from the model that tells the agent the effects of his actions, the only thing needed to

be hard-coded by the designer is the end goal. The agent can then come to very sophisticated plans to

reach it by searching the space of action sequences. Think of a navigation system as a possible example

for such behavior.

Utility-based Agents
However, even though the navigation example is solved by just specifying a target, the quality of

the routes might be far from rational or optimal. The problem is that the goal-based agent is just

interested in any action or sequence of actions that will reach the target state and does not have a way

of comparing and rating different ways to get there. While reaching the goal certainly makes the agent

happy, saving a lot of gas or time should make it even happier. This "happiness" is called utility in more
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Agent

E
n
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iro
n
m

en
t

Sensors

How happy I will be
in such a state

State

How the world evolves

What my actions do

Utility

Actuators

What action I
should do now

What it will be like
if I do action A

What the world
is like now

Figure 2.5: Utility-based agent schematic [RNC+96]

scientific terms and has proven to be a powerful performance measure even in environments where the

reachability of states is uncertain.

2.2 Utility

The general concept of utility stems from game theory and economics and seeks to establish a measure

of individual satisfaction based on a subject’s current situation. It gained importance by the works of

Bernoulli [Ber54], who argued for such a measure rather than fixed monetary values to determine the

economic behavior of individuals. The following sections will discuss ways to interpret and calculate

utility for its use as a decision base for intelligent agents.

2.2.1 Utility Function

The utility function is designed to map the state (or state sequence) at hand to a real number quantifying

utility for this outcome. It therefore provides a cardinal value to use to determine the right trade-off

between conflicting goals, which escapes a dilemma that goal-based agents cannot solve. Furthermore,

the value of the utility function can be used in connection with probabilities. When it is uncertain

whether a state can be reached, we can calculate an estimated utility that weighs up the likelihood of

reaching the state with the importance of the corresponding outcome.

For this thesis, we will write

U : (α, t,state)→ R (2.1)

for the utility of a state for entity α at time t. You may find time or state omitted to increase formula

readability, where either of them is irrelevant or clear from the context. Generally, utilities do not have

to be normalized to serve their purpose of making trade-off and preference statements, but you will see

how establishing

U : (α, t,state)→ [0,1] (2.2)

can help to keep calculations more transparent when utility functions become more complex.
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2.2.2 Multiatribute Utility

Complexity often rises from the fact that the utility of a state depends on a lot of different measurements

made in the environment. You can see an example case from [RNC+96] in Figure 2.6 in the form of a

so-called decision network. It shows the influences on a utility-based decision as nodes that are either

chance nodes (#, representing random variables), decision nodes (2, representing a choice of actions),

or utility nodes (3, representing the utility function).

U

Airport Site

Deaths

Noise

Cost

Litigation

Construction

Air Traffic

Figure 2.6: Example decision network [RNC+96]

The utility function now has to map these multiple dimensions to a single value that still preserves

a rational order of preference. This can lead to very complicated non-linear expressions for the final

utility. However, in many cases the perceived measurement from the environment do not influence each

other in a way that affects preference. If the decision regarding different values of two variables A and B

is the same, no matter the value of a third variable C, we say that A and B are preferentially independent

of C. If this is the case for any combination of the variables (or attributes) influencing an agent’s utility,

they are said to exhibit mutual preferential independence[RNC+96]. This property is very useful in the

construction of the final utility function for such agents because of a theorem established in [Deb59].

It states that for a set of attributes X1, ...,Xn that is mutually preferentially independent, the preference

behavior of a rational agent can be described as maximizing

U(X1, ...,Xn) =
n

∑
i=1

Vi(Xi) (2.3)

with Vi being an attribute value function depending only on the value of Xi. To be able to assign

different importance to the attributes perceived, we will normalize them and introduce weight factors

11
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wi. Normalization of Vi(Xi) is done by

Vi (Xiworst ) = 0 (2.4)

Vi (Xibest ) = 1 (2.5)

and

Vi (Xiworst )≤Vi (Xi)≤Vi (Xibest ) (2.6)

which maps its value to [0,1] by fixing the worst and best outcome to 0 and 1 respectively. Following

remarks in [PM10], we then construct a set of weights wi so that

n

∑
i=1

wi = 1 (2.7)

and use it to define our final weighted utility function

U(X1, ...,Xn) =
n

∑
i=1

wiVi(Xi) (2.8)

This can be called a weighted additive value function and will serve as the base for our individual agent

utility later in Chapter 4.3.1.

2.3 Group Decision Making
When a group of agents has been formed, the problem of making a decision essentially becomes a

voting problem. We have a variety of different views on the situation, i.e., each agent has its own

preference for reachable states. Now we need to find out what outcome is best for the group and in

order to so, we will have to discuss what "better" actually means in a multi-agent context, a problem

that is most traditionally encountered in economics and politics.

2.3.1 Preference Aggregation

The preferred action among the alternatives presented by the agents is determined by a social prefer-

ence function, that needs to be carefully designed to fulfill different requirements. But to be able to

evaluate those properties, we first need to demand the following assumptions about our participating

agents:

• Each agent’s individual preference is clear by an established personal order of beneficial out-

comes. This means that at least ordinal utility can be determined for all reachable states. In line

with [PM10], we will write A� B for an agent strictly preferring outcome A over B.

• We can guarantee truthful communication of individual preference to the group.

• The result of the social preference function is enforced on all participating agents.

12



2.3 Group Decision Making

2.3.2 Pareto Efficiency

When talking about preference of multiple parties, the concept of Pareto efficiency offers some handy

terminology [RNC+96]:

• If we can change an outcome in a way that no participating agent is put in a less preferred

position, but at least one is made "better off", we call this step a Pareto improvement.

• A system is Pareto efficient, if there are no further Pareto improvements possible.

• When comparing two outcomes, we define Pareto domination of outcome A over B as the

situation in which A� B holds for all agents. B is said to be Pareto dominated by A.

• If there is no outcome B that dominates A, we say that A is Pareto optimal.

2.3.3 Arrow’s Theorem

Using these definitions and our assumptions, we can formulate a list of desired properties for voting

systems that has been proposed by [Arr70]. For a preference aggregation rule F for n voters or decision

criteria on a set of outcomes Ω with L(Ω) being the set of all full linear orderings of Ω they are:

1. Universality: The function is defined as F : L(Ω)n → L(Ω) for any input (R1, ...,Rn) and al-

ways returns a complete output L(Ω) with |L(Ω)| = n. It is deterministic for equal inputs:

∀i ∈ [1,n] : (Ri = R′i)⇒ F(R1, ...,Rn) = F(R′1, ...,R
′
n)

2. Transitivity: The list of outcomes in the result of F should be ordered and its elements should

exhibit transitivity: ∀Ri∀R j∀Rk ∈ F(R1, ...,Rn) : (Ri � R j)∧ (R j � Rk)⇒ (Ri � Rk)

3. Unanimity: The function should prefer A over B if B is Pareto dominated by A in the choices of

all agents: ∀i ∈ [1,n]∀Ri : (A� B)⇒ (F(R1, ...,Rn) : A� B). This also implies non-imposition,

i.e., every order is reachable given the right inputs, which makes the function F surjective:

∀R∃(R′1, ...R′n) : F(R′1, ...R
′
n) = R

4. Independence of irrelevant alternatives: Social preference between A and B is only a matter

of the individual preferences regarding these two outcomes and not influenced by any preference

regarding C. We can formulate that for any given sets (R1, ...,Rn) and (S1, ...,Sn) we demand that

if the order of A and B is the same for any Ri and Si, they also have the same order in F(R1, ...,Rn)

as in F(S1, ...,Sn).

5. Non-dictatorship: There shall not be an individual i ∈ [1,n] so that the decision only depends

on his preference: ∀(R1, ...,Rn) ∈ L(Ω)n : F(R1, ...,Rn) = Ri.

Unfortunately it has been proven by [Arr70] that there cannot be a voting system that fulfills all of these

properties. We will discuss approaches to relax these criteria and find an appropriate way to determine

preferred group actions for our scenario in Chapter 4.3.2.
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2.4 Automotive Sensor Technology
It is important for us to stress that the availability of the main technologies for the vehicles in our

concept can be expected within this decade. Autonomous driving is the next step after advanced driver

assistant systems and many of the important base functions are in series production today. In this

section we will briefly introduce some sensors and system solutions in current cars and take a look at

possible future sensor additions currently in research.

2.4.1 Advanced Driver Assistant Systems

2  Attributes of the human-machine system “driver–ADAS–environment” 

 

20 

 

development and introduction of driver support system. Such an evolution runs from the 
introduction of overrulable assisting support systems for the longitudinal driving task through 
to lateral control systems to the introduction of dedicated lanes and non-overrulable full 
automation of roads. An overview of the planned ADAS in future and their likely effect on 
safety enhancements are shown in Figure 2, adapted from Ehmanns (2002). 
 

 
Figure 2. ADAS Roadmap 

The graph shows that not only safety, technical and HMI issues are at stake but that central to 
the introduction of ADAS are also political, societal and legal aspects. Thus the complexity of 
each aspect alone cannot be considered when assessing the successfulness of ADAS in 
achieving increased safety on the road but must be viewed as the combination of these aspects 
(Becker et al., 1999; Kopf & Becker, 2000). The further ADAS moves away from informative 
systems and overrulable systems towards non-overrulable systems, each system becomes 
more complex and inevitably, so will the integration of any combination of these systems. 
So far, predictions regarding the implementation of ADAS have held to be true as Adaptive 
Cruise Control (ACC)–an extension of a conventional cruise control system that does not only 
keep a fixed speed but adapts also, by means of a radar sensor, the distance to a preceding 
car–was the first of a series of Advanced Driver Assistance Systems, to be recently introduced 
to the market. Possibly the next system to be marketed will be a Stop & Go assistant, capable 
of handling the speed range between zero and about 40 km/h–currently not covered by the 
ACC system. Another ADAS likely to penetrate the market in the not too distant future is 
Heading Control which assists the driver in the lane-keeping task. By monitoring the 

Figure 2.7: Advanced driver assistant systems road map [Sim06]

Figure 2.7 illustrates this point and introduces some advanced assistant systems that can be expected

in future. To underline our assumption that autonomous driving in a highway scenario has strong

foundations in current systems, we present the following collection of functions that are realized with

production-grade sensors [Con].

• Adaptive Cruise Control (ACC) is the enhancement of conventional cruise control by adding

range sensors. Regular systems have required the driver to manually adjust the automatically

maintained speed to the traffic situation in front of the vehicle. ACC allows you to specify a

desired headway and uses radar or lidar (light detection and ranging) sensors to track a vehicle

up to 150m in front and regulate speed by acceleration and deceleration as shown in Figure

2.8a. Should the required deceleration exceed a limit, ACC is usually coupled with a collision

avoidance function warning the driver and preparing emergency brake capabilities.

• Lane Departure Warning systems rely on camera-based computer vision to detect line mark-

ings on the road and issue warnings when the path of the vehicle crossed them (see Figure 2.8a).

By adding actuator capabilities, the concept can be developed into a lane-keeping mechanism

that eliminates the driver’s need to intervene while driving on one lane.

• Blind Spot Detection uses rear-facing radars or cameras to identify other vehicles approaching

or lingering in the spaces left and right of the car that constitute dangers, should the driver choose

to change the lane. They are usually coupled with forward-facing line detection to evaluate ego-

movement. An example situation can be seen in Figure 2.8c.
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Nissan has also demonstrated an imaging-based LDW
system. It uses a small camera behind the rear-view mirror,

and is de-activated when the driver uses the direction
indicator. Continental has an LDW using a CMOS camera

(Figure 5) and image processing algorithms, that gives haptic
or acoustic warning, for example a trembling of the steering

wheel or a “washboard” sound. The next step makes the
system into an active lane-keeping assistant that adjusts

the steering, but allows the driver to override it by gentle
pressure on the steering wheel, and TRW has already

developed such a system. Honda showed a lane-keeping
assistance system at i2010, detecting motorway lane markings

and applying torque to the steering wheel. It is available for

European right-hand drive accord and legend models.
By combining ACC and lane-keeping systems, it is possible

to assist the driver when he chooses to change lanes. Centro
Ricerche Fiat demonstrated its “Lateral Safe” application at

i2010. This uses long and short-range radar, and cameras
facing forward and backward to provide lateral-collision

warning and lane change assistance. Failure to notice a vehicle

Figure 3 Hella’s lidar-based ACC system tracks a wide angle of up to 168 with 18 resolution

Figure 2 Continental’s 77 GHz radar sensor uses the phase modulated Doppler principle to measure the distance to the vehicle in front as well as its
relative speed

Driver assistance systems

Christine Connolly

Sensor Review

Volume 29 · Number 1 · 2009 · 13–19
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(a) Adaptive cruise control

Figure 4 Hella’s LDWS deploys a forward-facing camera to monitor the lane markings and detect inadvertent departure

Figure 5 Continental’s lane departure warning camera, in conjunction with appropriate software, can recognise road signs

Driver assistance systems

Christine Connolly

Sensor Review

Volume 29 · Number 1 · 2009 · 13–19
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(b) Lane departure warning

alongside, in the blind spot, is a common cause of accidents.

Hella uses two 50m range 24GHz radar sensors (Figure 6),
each 89 £ 105 £ 27mm, integrated invisibly into the

bumper and on each side of the car to detect other vehicles
that present a hazard to lane change (Figure 7(a) and (b)). In

Europe and North America, the Audi Q7 is already using this
system, under the name of Audi Side Assist. A yellow vertical

light strip on the corresponding wing mirror warns of a vehicle

in an adjacent lane, and this flashes if the driver activates the

indicator to initiate lane-change. The Hella system is small,
smart and easy to integrate. Radar at 24GHz is cheaper

than 77GHz, and can be implemented mostly with
CMOS components. However, astronomers use a similar

frequency, and have requested the automotive industry to
avoid frequencies below 20.13GHz. Some car-sensor

manufacturers use ultra-wide bandwidth radar technology,

Figure 6 The 24 GHz radar sensor from Hella is the basis of the lane change assistant in the new Audi Q7 and the Volkswagen Touareg

Figure 7 (a) and (b) Hella’s lane-change assistant uses two 50 m range 24 GHz radar sensors to detect cars in adjacent lanes

120-50 m
50-10 m

(a)

(b)

Driver assistance systems

Christine Connolly

Sensor Review

Volume 29 · Number 1 · 2009 · 13–19
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(c) Blind spot detection

Figure 2.8: Modern driver assistant systems [Con], c©Hella

Recapitulating this list, it becomes obvious that the only open problems of autonomous highway driving

lie in lane changes and collision avoidance.

2.4.2 Autonomous Vehicles

Today’s most advanced autonomous vehicles expand this base set of functions by introducing ad-

vanced sensors, that are considered "near production", and high performance computers to manage the

increased amount of incoming perception data. To convey current research directions to gain situation

assessments, we will take a brief look on a series of competitions initiated by the American Defense

Advanced Research Projects Agency (DARPA). The first was called DARPA Grand Challenge and held

in the Mojave desert in 2003, where vehicles had to follow a dirt road course and avoid obstacles. 2005

marked the first year in which the 131-mile long course was successfully completed by an autonomous

vehicle named Stanley, described in [TMD+06].

DARPA Urban Challenge

For 2007, DARPA came up with a different task for the participating teams: the Urban Challenge

involved interaction with competitors on a course designed by the rules of residential area traffic.

Vehicles had to autonomously take care of

"[...] passing parked or slow-moving vehicles, precedence handling at intersections with

multiple stop signs, merging into fast-moving traffic, left turns across oncoming traffic,

parking in a parking lot, and the execution of U-turns in situations where a road is com-

pletely blocked." [MBB+08]

We will briefly examine some of the technology enabling Junior, Stanford’s entry in the competi-

tion provided by the Volkswagen Electronics Research Lab, to handle these objectives. The car was

equipped with the following sensors, also shown in Figure 2.9:

• For precise navigation, a system by Applanix provides real-time fusion of multiple GPS receivers

that also include azimuth heading, inertial sensors, wheel odometry using a distance measure-

ment unit, and the satellite-connection to a fixed base station by Omnistar, which limited experi-

enced errors to the range of 1m and the angle of 0.1 degrees.
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Figure 1: Junior, our entry in the DARPA Urban Challenge. Junior is equipped with five different
laser measurement systems, a multi-radar assembly, and a multi-signal inertial navigation system,
as shown in this figure.

RNDF. The RNDF contained geometric information on lanes, lane markings, stop signs, parking
lots, and special checkpoints. Teams were also provided with a high-resolution aerial image of
the area, enabling them to manually enhance the RNDF before the event. During the Urban Chal-
lenge event, vehicles were given multiple missions, definedas sequences of checkpoints. Multiple
robotic vehicles carried out missions in the same environment at the same time, possibly with
different speed limits. When encountering another vehicle,each robot had to obey traffic rules.
Maneuvers that were specifically required for the Urban Challenge included: passing parked or
slow-moving vehicles, precedence handling at intersections with multiple stop signs, merging into
fast-moving traffic, left turns across oncoming traffic, parking in a parking lot, and the execution
of U-turns in situations where a road is completely blocked.Vehicle speeds were generally limited
to 30mph, with lower speed limits in many places. DARPA admitted eleven vehicles to the final
event, of which the present vehicle was one.

“Junior,” the robot shown in Figure 1, is a modified 2006 Volkswagen Passat Wagon, equipped
with five laser rangefinders (manufactured by IBEO, Riegl, Sick, and Velodyne), an Applanix
GPS-aided inertial navigation system, five BOSCH radars, twoIntel quad core computer systems,
and a custom drive-by-wire interface developed by Volkswagen’s Electronic Research Lab. The
vehicle has an obstacle detection range of up to 120 meters, and reaches a maximum velocity of
30mph, the maximum speed limit according to the Urban Challenge rules. Junior made its driving
decisions through a distributed software pipeline that integrates perception, planning, and control.
This software is the focus of the present article.

Figure 2.9: Image of Junior with marked perception systems [MBB+08]

• To detect line markings and near objects, two lasers are installed on the sides and one up front.

They can be used to look for curbs, parking spaces, or static 3D structures.

• The most accurate sensor for object detection up to levels of 100m (compare [HB10]) is the

Velodyne HDL-64E rotating lidar sensor. It covers a 360 degrees horizontal and 30 degrees

vertical field of view and generates a three-dimensional point cloud of its range measurements.

In Junior it is used for the detection static and moving objects, in connection two further lasers

in the front bumper and another two sensor facing backwards.

• To provide clues about upcoming obstacles at higher speeds, a system of five long-range radars

is used. Facing towards the front, these sensors can provide accurate measurements of relative

speeds of reflective obstacles like other vehicles.

(a)

(b)

(c)

(d)

Figure 8: (a) Synthetic 2D scan derived from Velodyne data. (b) Scan differencing provides areas
in which change has occurred, colored here in green and red. (c) Tracks of other vehicles. (d) The
corresponding camera image.

(a) 2D-projection of sensor fusion showing traversable
area in green, Junior driving to the right

(a)

(b)

(c)

(d)

Figure 8: (a) Synthetic 2D scan derived from Velodyne data. (b) Scan differencing provides areas
in which change has occurred, colored here in green and red. (c) Tracks of other vehicles. (d) The
corresponding camera image.

(b) Same scene as recorded by a camera in the wind-
shield, notice the cars on the left

Figure 2.10: Environment perception by Junior (a) and the scene viewed through its camera (b)

The output of these sensors is processed by two quad core computers using current server technologies.

The information value available for autonomous operation is significant. Even complex situations can
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be identified by the fusion of this array of different sensors, as can be seen in Figure 2.10. Everything

identified in the scene can also be statistically matched with map data to potentially increase positioning

accuracy. Highway traffic is classified by automotive engineers and scientists as significantly easier to

interpret than urban behavior patterns, due to tighter constraints and a lower number of rules. Therefore,

tackling the scenario with similar richness of sensor input to the one present in Junior will allow the

required reliability and fault tolerance for complete autonomy in future. Especially sensors like the

Velodyne will be essential to this process, as indicated by the fact that the approach by Google discussed

in Section 1.2 also uses it.

2.5 Traffic Models
The attempt to scientifically model traffic situations was started as a reaction on the immense growth

of personal transportation after World War II, when participation in traffic was recognized as one of

a human’s basic needs. With the involvement of physicists, empirical analysis of unexplained driving

phenomena like "phantom traffic jams" or stop-and-go situations has been used to formulate mathe-

matical models for this type of self-driven many-particle system (see [Hel01]). Application of these

models and understanding of their parameters today aid in the design of new roads, tempo limit zones,

and city environments.

As they aim to simulate status-quo human behavior, their complex implementations are not in the focus

of this thesis. However, the well-studied efficiency of simple lane-following models in the development

process of drivers assistant systems (especially adaptive cruise control) can be leveraged to derive

simple behavior rules for single agents in our scenario.

2.5.1 Intelligent Driver Model (IDM)
The Intelligent Driver Model introduced in [TH02] is a longitudinal micro model that falls into the

class of lane-following approaches that base the behavior of an entity solely on the state of the entity in

front on the same lane. This single input is the key to its high performance and simple implementation.

Furthermore, it has been proven robust and capable of being directly implemented as a control system

for an adaptive cruise control function. Despite its simplicity, it shows sufficiently realistic traffic

behavior in a highway setting.

The model continuously calculates the acceleration of an entity α (also declared a driver-vehicle sys-

tem) as a function of its own velocity vα , the distance to the entity in front sα and the rate of approach

∆vα .

Model parameter Typical value
Desired speed v0 120 km/h

Desired headway T 1.4s
Maximum acceleration a 1.2 m/s2

Comfortable deceleration b 1.5 m/s2

Minimum distance to entity in front s0 2 m
Acceleration exponent δ 4

Table 2.1: IDM parameters and practical values[TH02]
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The acceleration of an entity is specified as

v̇IDM
α = a f (v)+aint(v,s,∆v) (2.9)

with a general acceleration part for the case of free road ahead a f and a braking reciprocity aint . These

parts are calculated considering a small set of model parameters given in 2.1 with some typical values.

The acceleration on a free lane is characterized by a maximum acceleration a and the ratio of the

entity’s current velocity v to a desired velocity v0:

a f (v) = a

[
1−
(

v
v0

)δ
]

(2.10)

The acceleration exponent δ can be used to tweak the response and in practice often defaults to a value

of 4 [Tre11]. The reciprocity part employs a desired dynamic distance s∗ to rate against the current

distance to the entity in front s. It can consequently be formulated as

aint(v,s,∆v) =−a
[

s∗(v,∆v)
s

]2

(2.11)

with

s∗(v,∆v) = s0 + vT +
v∆v

2
√

ab
(2.12)

The static part of the desired distance s0 + vT is characterized by the desired headway T of the entity

and includes a minimal distance s0 that is kept during congestion. Inserting (2.10) and (2.11) in our

base acceleration (2.9) yields the IDM’s characteristic acceleration equation

v̇IDM
α = a

[
1−
(

v
v0

)δ

−
(

s∗(vα ,∆vα)

sα

)2
]

(2.13)

that fully defines an entity’s behavior and satisfies the following characteristics in limit cases:

• Approaching a static obstacle: The model achieves a dynamic, continuous, overshot-free adap-

tion of the needed "kinematic" deceleration bk = v2/2s towards the desired comfortable deceler-

ation b by adjusting the deceleration to a value above or below b temporarily.

• Following or approaching other entities: The model adjusts the entity’s speed to the con-

tinuously changing safe speed vsa f e[Kra97] without overshooting. T carries the meaning of a

reaction time in this case.

• Entity in front gains distance: The model takes the future gap into account, which avoids

braking reactions even if the distance is below s0 + vT .
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2.5 Traffic Models

• Berücksichtigung des Rechtsfahrgebots durch zusätzliche Terme±∆ auf den rechten
Seiten der Anreizkriterien für denR → L- bzw. denL → R-Wechsel,

• Berücksichtigung der subjektiven Abneigung gegen die rechte Spur (aufgrund der
“Gefahr des Ausgebremstwerdens” durch LKWs und Probleme des Zurückwechselns
auf die Überholspur) durch stärkere Gewichtung der Behinderung(−aint) auf der
rechten Spur,

• Longitudinal-Transversal-Kopplung aufgrund des Rechtsüberholverbots auf den meis-
ten europ̈aischen Autobahnen.

4 Simulationergebnisse

4.1 Verhalten von Einzelfahrzeugen

Die IDM-Beschleunigung ist kontinuierlich und auch in extremen Situationen kollonnen-
stabil. Abbildung 3 zeigt die simulierte Beschleunigung einer Kolonne von Fahrzeugen als
Reaktion auf eine Vollbremsung (a1 = −8 m/s2) des vordersten Fahrzeuges 1 bis zum
Stillstand. Auch bei den hier gewählten extremen Einstellungen (Folgezeit 0.7 s) und der
simulierten extremen̈außeren Störung ist die Beschleunigung der Kolonne schwingungsfrei
und geht nach einigen Fahrzeugen auf die komfortable Verzögerung vonb = 2 m/s2 zurück.

Vollbremsung
Kolonne von ausgestatteten Fahrzeugen
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Abbildung 3: Simulation zur Demonstration der Kollonnenstabilität des IDM

(a) Vehicle convoy, the leader in blue engages full brakes
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Abbildung 3: Simulation zur Demonstration der Kollonnenstabilität des IDM

(b) Stable IDM reactions of the following cars to the emergency braking

Figure 2.11: IDM reactions of vehicles behind a rapidly braking car [TH02]

2.5.2 MOBIL Lane Change Model

To achieve a realistic view on common movement patterns on a highway, lane switching is a crucial

part of driving behavior to be studied. Since real drivers hardly chose equal speeds and often run into

situations that make a different lane more attractive, traffic flow simulation should follow an approach

that takes an entity’s surrounding lane options into consideration.

To add this functionality to an existing simple lane-following model, the lane switching model MOBIL

(Minimizing Overall Braking decelerations Induced by Lane changes) has been suggested in [TH02]. It

bases its change decisions on the accelerations of the involved entities that are given by any single lane

model like the IDM in Section 2.5.1. MOBIL will use these values to evaluate two realistic criteria for

choosing a different lane than the current one: safety and incentive. The lane change itself is simplified

to be instantaneous by definition.

3 Ein allgemeines Spurwechselmodell

Im folgenden wird das Grundkonzept der Spurwechselstrategie MOBIL vorgestellt. Basis
ist die Beurteilung der lokalen Verkehrs-Situation, d.h. der Positionen undGeschwindigkei-
ten der maximal sechs nächsten Nachbarn (vgl. Abb. 2). Wie bei anderen Spurwechselm-

cb f

b’ f’

Abbildung 2: Einflussgr̈oßen des Spurwechselmodells MOBIL

odellen wird ein (instantaner) Spurwechel dann durchgeführt, wenn er (i) sicher ist, und
(ii) ein Anreiz für den Wechsel gegeben ist. AlsSicherheitskriteriumswird die nach einem
zun̈achst fiktiven Wechsel erforderliche Bremsverzögerungab′c des Hinterfahrzeugs auf der
Zielspur herangezogen:

ab′c ≥ −bsave (3)

Hierbei ist
aαβ = aIDM(vα, sαβ , vα − vβ) (4)

die mit dem IDM oder mit anderen Longitudinalmodellen berechnete Beschleunigung des
Fahrzeugsα, wenn Fahrzeugβ im Nettoabstandsαβ vor ihm fahren ẅurde. Aufgrund der
Abhängigkei der IDM-Beschleunigung von der Annäherungsrate wird die in der Praxis sehr
wichtige Abḧangigkeit von der Geschwindigkeitsdifferenz berücksichtigt: Ein sicheres Ein-
scheren vor einem sich schnell näherden Fahrzeug (z.B. auf derÜberholspur) bedarf ja i.A.
eines sehr viel gr̈oßeren Abstandes!
Für dasAnreizkriteriumwerden ebenfalls Beschleunigungen herangezogen: Ein Anreiz für
einen Wechsel ist dann gegeben, wenn nach einem zunächst fiktiven Wechsel die Summe
aus der eigenen (IDM-)Beschleunigung und die mit einem Höflichkeitsfaktor gewichteten
Beschleunigungen der beteiligten Nachbarfahrzeuge um mindestens die Wechselschwelleδ
höher ist als zuvor. Anders ausgedrückt: Die summierten Bremsverzögerungen werden mi-
nimiert (MOBIL=“Minimizing Overall Braking Induced by Lane-Changes”). Im einfachs-
ten symmetrischen Fall ergibt dies für einen R→L-Spurwechsel:

R → L IF acf ′ + p(ab′c + abf )︸ ︷︷ ︸
nach dem Wechsel

> acf + p(abc + ab′f ′)︸ ︷︷ ︸
vor dem Wechsel

+δ.

Für egoistische Fahrer (p = 0) reduziert sich dieses Kriterium aufacf ′ > acf + δ. Erweite-
rungen dieses Basismodells beinhalten insbesondere die

Figure 2.12: MOBIL lane switching scenario [TH02]

Safety Criterion

To determine whether a switch of a car c in Figure 2.12 onto a different lane is safe, the negative

acceleration imposed onto the following vehicle on the target lane b′ by a fictive change maneuver is

calculated using the IDM or any longitudinal model. This value is then compared to a fixed tolerable
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2 Current Foundations

deceleration bsa f e :

ab′c ≥−bsa f e (2.14)

with the IDM acceleration for a vehicle β in front with distance sαβ as

aαβ = v̇IDM(vα ,sαβ ,∆v) (2.15)

and their speed difference

∆v = vα − vβ (2.16)

Since the IDM depends on the rate of approach, MOBIL consequently takes the dependence of a safe

gap on the difference in velocity ∆v into account. This simulates proper behavior in situations in which

humans often fail to assess ∆v correctly, causing the often-observed close calls for rear-end collisions

on faster lanes. Using the parameter bsa f e the tolerance of sharp braking and therefore the gap required

for an entity to classify a switch as safe can be modified easily, giving the opportunity to introduce

more reckless driving into the simulation.

Incentive Criterion
To evaluate the incentive for a lane switch, we can use the underlying lane-following model’s acceler-

ation results again to assess the situation before and after a possible lane change. For our entity c the

main motivation to look left or right is a possible gain in its acceleration aIDM
c . If aIDM

c is limited by a

car in front, chances are that a neighboring lane offers more headway and consequently leads to larger

acceleration possibilities. A preeminent feature of the MOBIL model lies in its consideration of back

vehicles in the incentive criterion. This means that not only the entity’s own acceleration but also the

imposed IDM accelerations of its surroundings are maximized. A lane switch is only attractive, if the

sum of all accelerations after the maneuver is at least by a switching threshold δ larger than before. A

politeness factor p can be used to control the influence of surrounding entities. For Figure 2.12 we can

formulate the incentive criterion for a switch onto the left lane as

ac f ′+ p
(
ab′c +ab f

)
︸ ︷︷ ︸

after lane change

> ac f + p
(
abc +ab′ f ′

)
︸ ︷︷ ︸

before lane change

+δ (2.17)
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3 Scenario Design
The key to developing any type of artificial intelligence lies in a thorough analysis of the environment

at hand. In other words and following the deep ties between A.I. and game theory (see [RNC+96]), we

need to specify what exactly the game is. Some questions to ask are

• What characterizes the playing field?

• What are the possible valid moves for a player?

• How does a player perceive the playing field?

• In which ways do players communicate?

and possibly the most important of them all

• How does a player determine what is a good move?

This last question will be studied in depth in Chapter 4, but our discussion of the environment will give

us the ability to derive meaningful measures that should influence the player’s assessment for him to

be successful.

It is important to notice that the answers to these questions are not just a matter of analysis of a status

quo. The premise of this thesis is not only to develop an artificial intelligence, but also about estab-

lishing the environment in a way that benefits its integration into modern society and its performance.

In other words, we are not only designing the intelligence of the players, we are also defining the rules

of their game. And this means analyzing economic concerns and finding the right arguments why the

game should be played in the first place. Of course, a fully exhaustive discussion of all forces required

for the changes suggested is beyond our scope, but it is our declared goal to achieve a broad view and

list the most important effects that should be considered on the way to put the system into practice.

3.1 Traffic Regulations
It should be stressed that some of the beauty of our approach is dedicated to the fact that many features

of the current driving environment can remain untouched. Our choice of modern assistant systems

as the base of our perception modules allows the vehicles to use current highway systems in many

countries. In our model we follow central European legislation patterns for our behavior design. Many

current rules are in line with [MS08], a resource recommended to readers interested in the complete

set of regulations for the modern day Autobahn. Cases that are not explicitly mentioned in this section

are not currently covered by our model. 1

1However, it is the author’s strong belief that it has the potential to fully comply with traffic rules like the ones in Germany
after minor adjustments.

21



3 Scenario Design

3.1.1 Highway Definition
For this thesis we will demand the following qualities for a road to be classified as a highway:

• Traffic flow in both directions is separated by a central barrier, allowing us to consider a single

direction for our model while maintaining general validity of our results.

• There are no crossings, signal lights, tight corners, or steep hills. This means, we can apply a

simplified model of a straight road and gain conclusions of minor inaccuracy.

• Entry and exit to the highway is provided by on-ramps that we will later reference as lane l = 0.

• Lanes are of equal width and separated by distinct line markings. This is a requirement for

lane-keeping mechanisms that needs to be satisfied for all segments of the road.

• The number of lanes for a segment is always defined. Similar to the simplification for lane

switching mentioned in Section 2.5.2, lane endings are also considered instantaneous and are

assumed to be rectangular instead of a gradual merge towards the remaining lane.

3.1.2 Behavioral Rules
In addition to the limits imposed on them by this infrastructure, our agents need a well-defined set

of rules governing their allowed actions in any given situation. Following the points made in the

introduction to this chapter, these rules comply with current legislations for manual driving in many

countries. Given reliable situation assessments of agents, this approach enables the model to work in

scenarios that still include manually driven vehicles, which is a major advantage in terms of public

acceptability of a possible implementation. Again, the German rules mainly part of [Thu99] can be

used as a guide for readers unfamiliar with the European standards or seeking detailed insights beyond

our scope. We demand the following set of standards to be followed by everyone using our highway:

• Cars are never to go against the official traffic direction, i.e., speed vectors pointing towards the

rear of the vehicle are forbidden. If a driver cannot proceed forwards, the only option is stopping.

• There is no general or local speed limit on our highway. Their introduction is possible and

requires some changes to the acceleration criteria based on the IDM, but when extrapolating

our approach to a fully autonomous highway, further studies might show they are not needed

anymore. 2

• Overtaking of vehicles is only allowed on the left side, unless the speed of the lane to our left

is below a certain maximum. Note, that this rule can easily be relaxed for autonomous vehicles

that communicate their intentions.

• Generally, vehicles are supposed to choose the rightmost lane possible to give others the oppor-

tunity to pass them.

2Even those in place for reasons of public noise protection might become questionable with the growing penetration of
electric vehicles.
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3.2 Environment Perception

• Human drivers have to keep a safe distance to the car in front depending on their speed. Again,

we can make exceptions for connected agents as described in [TR10] to exploit drag advantages

and save room on the highway.

• In lane closing situations or at on-ramps, vehicles on the closing lane need to yield to traffic on

the neighboring lane, even though a "zipper-like" alternating merge should be encouraged. For

our agents, yielding is also a matter of priority, as we will see in Chapter 4.3.

• Drivers always need to let emergency vehicles pass them, if possible. Our model does not include

driving between lanes, as is often mandated on current highways. Instead, our notion of priority

and its influence on agents’ decisions is included as a potential aid for emergency response.

3.2 Environment Perception
Every agent’s possibilities are enabled and limited by the information available about the state of its

environment. As discussed in Section 2.4.1, in our scenario this data is gathered by sensor technolo-

gies based on advanced driver assistant systems. In this section we will list the different properties

measured.

• Speed: A car’s own wheel speed v is measured by tick sensor inside the vehicle and internally

calculated in m/s. Throughout this document, you will find many speeds printed in km/h for

better comprehension.

• Position: A vehicle’s own position is maintained as a one-dimensional longitudinal value x in

meters with reference to the highway’s beginning at x = 0. Practically, this value will be derived

from GPS data and possible fusion with visual observations or communicating infrastructure

(Car2X).

• Distance to lane ending: Gathered from GPS or vision systems, the position of the current

lane’s ending xcl is needed to make lane changes when running out of road.

• Relative position and speed of vehicle in front: Tracked by radar or camera, the other vehicle’s

position xother and speed vother can be determined from relative measurements.

• Relative position and speed of vehicle on both sides: Important for gap detection, these values

can be read from relative measurements by radar sensors on the side of a vehicle currently in use

for blind spot detection.

This information horizon is very similar to the one presented to drivers of today’s upper-class cars.

How individual behavior of an agent can be designed using these inputs will be discussed in Chapter

4.1.

23



3 Scenario Design

3.2.1 Shared Data
With the introduction of car2car communication using wi-fi technology, information is shared with

all connected peers. This results in a significant gain of accuracy for some values and an increased

perception range. For this thesis, the wireless connection is assumed to be reliable within its maximum

range rmax without further remarks about the technological difficulties of its implementation. The

information benefits for a group of agents include:

• More accurate relative positioning, achieved using approaches like [DLCH07] or the fusion of

wireless signal strength and GPS values

• Perfect relative and absolute speed information about every member of the group

• Access to acceleration values of others that are hard to measure otherwise

We will see how these possibilities are used to determine appropriate group behavior in Chapter 4.3.

3.3 Business Model for Autonomous Traffic
While the purely scientific part of our system design shows a lot of potential to increase highway

throughput and decrease emissions and accident numbers, successful realization of such a bold change

in traffic regulations requires a strong business plan to market the idea to its stakeholders. In this

section, we will summarize ideas and arguments from an economical point of view to identify desired

behavioral aspects for our agents and possibilities of further research directions that benefit the concept.

Where applicable, we compare our suggestions to current products, services, and trends in the fields of

passenger and freight transport.

Before we can turn our model into a service that creates value for a customer, it is important to define

the organization of the business offering it. Let us assume, there is some legal personality that holds

the intellectual property (IP) that characterizes our model. Casually speaking, it is unlikely for this

entity of society to be the only stakeholder in the realization of the project, because it would mean that

the legislative entities of a state have not only invented the model 3 but also decided to become the

monopolist for cars and sensor technology within their borders. To be more exact, we can identify the

following five parties involved in some way:

• The holder of intellectual property and possibly parts of the back-end infrastructure that will

be discussed shortly

• The government as the entity entitled to change legislation for the current highway infrastruc-

ture

• The automotive industry with the capabilities, experience, and current market share to provide

the vehicles themselves

• The suppliers or OEMs delivering the capacities for the sensor technology needed

3or stolen the idea
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3.3 Business Model for Autonomous Traffic

• The customers that use the service and can possibly be charged monetarily for doing so

The party of customers will be examined in the following Section 3.3.1. Also, note that for this thesis

we assume the highways to be state-owned rather than private. Otherwise, the party owning the roads

would need to be considered here.
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Figure 3.1: Scenarios for different control over the intellectual property

There are cases in which entities listed may merge and act as one personality with combined responsi-

bilities and property. Before we proceed with our argumentation on how an entity in possession of the

concept could behave economically, let us shortly discuss three possible scenarios for the formation of

our stakeholders shown in Figure 3.1:

(a) This formation is characterized by government control over traffic. The state buys or contracts

the IP holders and provides the service. To participate, the customer needs to buy a car from the

automotive companies that follows the imposed standards for operation within the state-owned

infrastructure.

(b) The car makers get hold of the IP and market the service under government regulations and stan-

dards. Customers not only buy the car from the automotive company but also the service.

(c) In this scenario, the IP holders establish their own company that markets the service after nego-

tiating market regulations with the state. The government enforces sensor standards for the car

producers to be used with the system. Customers can access the services of the IP company after

acquiring a car that is compliant.

These three scenarios mainly differ by the party that interfaces with the end customer and we have

ordered them by the growing amount of market competition involved. Therefore, their adaptability

primarily depends on the economical policies of the state in question. For our further analysis, let us

assume the position of the IP holding company in scenario (c). Most recommendations also hold for

the others, with some requiring adjustments outside of our scope.
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3.3.1 Customers

Our customers mainly fall into two distinct groups: end consumers and other businesses. In the fol-

lowing, we will list some of the interesting groups and possible peculiarities of their demands.

• Individual end consumer: This very diverse group comprises anyone with a license buying the

car for personal use like commuting, shopping, or travel. Demands may vary, but a comfortable

ride might be a dominant request.

• Logistic companies: These businesses use trucks to move goods around the country and have a

special interest in reliability, travel time optimization, and localization of vehicles.

• Travel agencies: They consist mainly of bus companies and require similar focus as logistic

firms.

• Public service vehicles: This category includes emergency vehicles like ambulances, police,

organ transports, or road construction equipment. Even though one might argue that these will

continue to be driven manually, they are part of the system and their time-critical deployment

needs to be considered.

• Fleet businesses: This group consists of rental firms, business vehicles, or car sharing portals.

Reliability, localization, and trip characteristics should be among the most demanded service

characteristics.

3.3.2 Value

We have mentioned earlier that the product we are offering is not a physical good, but a service.

[QBP87] has made the following definition:

Services are all economic activities whose output is not a physical product or construction,

is generally consumed at the time it is produced, and provides added value in forms that

are essentially intangible concerns of its first purchaser.

The following sections will briefly introduce possible customer value that can be generated by using

the system.

Safety

As discussed in Chapter 1.1 and the beginning of this part, our system is able to achieve much better

accident figures than achieved on today’s highways. Other studies like [TR10] make defensive esti-

mates of a fatality reduction by 10%. The potential gain regarding non-lethal collisions is even higher,

considering studies like [BLLM05] that lists inattention, close following, and dangerous lane changes

as the dominant reasons for rear-ended and many other types of collisions observed. A rationally de-

signed agent is most likely to be involved in crashes that include technical failure or errors of other

participants that account for less than 2% of the accidents in this study.
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Increased safety benefits all participants equally, may they transport goods or passengers. Even high-

way users not connecting to our system are likely to experience smoother travel because of the reduc-

tion of accidents as a major reason for lane closings and consequently congestion.

Convenience

As advertised by [TR10] and other autonomous approaches, the main benefit for passengers is the

increased freedom due to the lack of required attention. People can use the time traveling on highways

in similar ways as in today’s trains or planes, with the added convenience to be inside a private room 4.

Passengers can have communication involving attention to body language and mimics or satisfy other

human needs such as eating without worries. Being connected to the internet while having their hands

free to use todays most powerful input methods, they can engage in entertainment, social networks, or

information retrieval.

Priority

The system enables customers to gain privileges for overtaking to increase the chance of faster pro-

gression and the reliability of arrival times. This allows for better planning of travel or shipments and

increases the time efficiency of participating customers.

Localization

As the model can integrate methods like [DLCH07] that are known to increase relative positioning

and involves sensor technology to fuse this to better absolute position data, we can establish a server

back-end that allows tracking of vehicles, if they desire to be tracked. Alternatively, customers using

communication to their own vehicles anyway, could gain access to the better information and decide

about its proliferation themselves.

3.3.3 Competition

In general, our competitors in the acquisition of customers fall into two categories: other transportation

means off the highway or manual driving on the highway. In this section we will cover some key

players and compare them to our approach.

Individual Manual Driving

Manual driving means having to pay attention to the road at all times and a higher risk of experiencing

situations in which attention was not sufficient or human reaction times prevented the execution of

necessary actions. This increases stress levels imposed by long travel and severely limits the driver’s

ability to participate in any other activity, may it be productive or relaxing.

On the other hand, growing penetration rates of advanced driver assistant systems are likely to cause

a decrease in accident rates even under manual operation. Better infotainment systems with advanced

input methods would allow for some productivity on the road without shifting the focus of attention

4Since visual attention by the driver is not required, legislation allowing windows tinted in a way that completely blocks
view into the vehicle seems achievable.
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too much. Drivers with a personal interest in control over vehicle movements often associate a positive

experience and fun with driving.

Manual Car Sharing and Professional Drivers

As a passenger driven by a human, freedom for infotainment increases, but only in limits that preserve

the driver’s ability to pay attention. Vehicle sharing takes away the privacy aspect of going by car

and therefore significantly limits some productive activities such as personal phone calls or work on

confidential material. For some vehicles, the passenger compartment can be audio-visually decoupled

from the driver’s cabin. However, such solutions require luxury cars and professional drivers rather

than random strangers.

Rail and Air

Long-haul public transportation methods usually have the advantage of more space. Passengers can

walk around and have a restroom available. Safety for both methods is at a level that may be hard to

reach for cars, even on an autonomous highway.

This comes with the disadvantage of high fixed costs due to humans maintaining and monitoring the

system at all times. Further issues are a lack of flexibility regarding travel time and end points as well

as privacy issues in the more affordable passenger classes.

3.3.4 Products and Pricing

To maximize the user base and create substantial revenue, we need to consider ways to wrap our

possible value generation for customers into concrete products. Without becoming too specific for the

scope this study, we will discuss some considerations that help to build the system in an efficient way

by means of demand management.

Priority Booking

The system allows customers to pay for higher priority in the decisions regarding lane changes. This

leads to the described potentials for better reliability and travel time. We will assume, that booking lasts

for a single trip at least. Further long-term options like monthly subscriptions are possible. Priority

comes in a defined number of different levels that achieve growingly larger influence on the group

decisions of our agents. When applying advanced models of overall traffic developments, priority

suggestions based on a target and desired arrival time can be made possible by forecasting traffic

densities. The pricing, advertising, and online deployment of the service could mimic today’s perceived

standards for "one-click" hosting companies on the internet as introduced in [AMD09].

Logistical Services

Business customers should be addressed directly by offering individual negotiations over long-term

contracts for logistic services. Pricing should take into account what the value addition, special in-

frastructure needs, and impact on overall road capacity are estimated to be regarding the customer

business.
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Free Use
To make priority meaningful, it needs to be well-distributed throughout the system. If everyone had

high priority, the comparative nature of this measure would be broken and no participant would ex-

perience any significant gain in the end. Therefore, customers need to be presented with an incentive

to choose lower priority. Following the hosting concept, our system should be free of charge for the

lowest stage of decision influence. This way, the amount of low priority agents is increased, making

privileges more valuable for everyone else. To prevent too many users from upgrading to higher pri-

orities, we can include an incentive that will allow for temporary higher priority without any costs, if

a user remains on the free level and gives way to higher priority agents often. This can be compared

to the content generation mentioned in [AMD09]. In the hosting example, content generation means

increasing the value of the system for premium users. Users who share data with others are given

monetary bonuses or temporarily better priority. In our model, value for the paying customers is their

difference in priority from others and actions preserving this balance need to be rewarded.
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4.1 Egoistic Driving Agents
To be able to observe a possible gain of group strategies over common individual behavior models,

we need to define an egoistic autonomous driving agent for our scenario. The agent should conform

to traffic rules and be characterized by its effort to be driving at its desired speed. An easy way to

robustly achieve this behavior is the interpretation of the IDM introduced in Chapter 2.5.1 in terms of

agent utility. Since the longitudinal control of an egoistic driver is fixed to following an obstacle or

driving the desired speed 1, we can leave the acceleration control inside a lane to the continuous IDM.

Therefore, what elevates this program from a reflex-based throttle control to a utility-based agent is the

agent’s freedom to switch to the neighboring lane on its left or right side - if either is available.

4.1.1 Longitudinal Control
Following the remarks above, the agent’s movement within a lane is fully determined by the results of

the IDM calculated as

v̇IDM
α = a

[
1−
(

v
v0

)δ

−
(

s∗(vα ,∆vα)

sα

)2
]

(4.1)

The resulting acceleration yields the speed for the new time step ∆t

vαt+1 = vαt + v̇IDM
α ∆t (4.2)

and consequently the agent’s new position xt+1

xαt+1 = xαt + vαt+1∆t (4.3)

Therefore, the egoistic agent shows the desired following behavior on a single lane. Implementing the

reflex function can be achieved easily by evaluating the given formulae using a discrete time step ∆t.

The specifics of the simulation implementation for this work will be explained in Chapter 5.

Longitudinal-Transversal Coupling
An important diversion from the regular IDM characteristics is our consideration of the rules for over-

taking specified in Chapter 3.1. These require what [TH02] calls a longitudinal-transversal coupling

between the different lanes of our highway. It basically means that we need to specify our choice for

the vehicle in front depending on its current speed. If the next vehicle β down the road is not on an

1Going slower than the desired speed in absence of an obstacle as a long-term strategy to minimize the difference of an
entity’s speed progression over time to constant desired speed can be rationally discarded.
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agent’s lane lα , but left of it, it is only allowed to pass it, if that vehicle’s speed is below a certain

threshold ρ . Otherwise, it needs to be treated as if it was an obstacle on its own lane:

β ∈H :





(
xβ > xα

)
∧
(
¬∃ε ∈H : xα < xε < xβ

)
∧
(
lβ = lα

)
if vβ < ρ

(
xβ > xα

)
∧
(
¬∃ε ∈H : xα < xε < xβ

)
∧
(
lβ ≥ lα

)
if vβ ≥ ρ

(4.4)

4.1.2 Lane Switching Decisions

The egoistic agent’s freedom of choice regarding lanes is pre-limited by two conditions that have to be

satisfied to allow a utility-based decision:

• The target lane has to exist. If an agent is on the left- or rightmost lane of the highway, further

movement to the outside must be prevented. Formally, this means lright ≤ ltarget ≤ lle f t with lanes

numbered from right to left.

• The desired position on the target lane has to be free: ¬∃β ∈ ltarget : xαt+1 = xβt+1

• Furthermore, the safety criterion as formulated in Section 2.5.2 needs to be satisfied:

aβα ≥−bsa f e for β ∈ ltarget : xβ < xα

Since we carry out lane switches instantaneously within our studies for simplicity reasons just like the

IDM does, you see the entity positions taken into account are for t +1 already. In reality, these prelim-

inary conditions require more complex formulations2 and the appropriate measurements to determine

their status.

Utility Function
The utility calculated by an egoistic agent for a lane change is its acceleration for t + 1 determined

by the underlying IDM. Based on the definitions in Chapter 2.1, the agent will evaluate the status

quo and the situation after the switch following the way MOBIL (see Section 2.5.2) works. Since we

are shooting for truly egoistic behavior, we choose p = 0 for the politeness factor, which reduces the

original incentive criterion discussed in Section 2.5.2 following Figure 2.12

ac f ′+ p
(
ab′c +ab f

)
> ac f + p

(
abc +ab′ f ′

)
+δ (4.5)

to the more general egoistic condition

aαβ > aαγ +δ (4.6)

with β ∈ ltarget : xβ < xα and γ ∈ lα : (xγ > xα)∧ (¬∃ε ∈ lα : xα < xε < xγ) For an agent obeying

our European-inspired scenario defined in Chapter 3.1 we need to distinguish incentive to switch left

or right because of the legal urge to choose the rightmost lane possible. To model this behavior, the

switching threshold δ has been introduced in Section 2.5.2. For our different utility functions for left

2Especially the vehicle lengths should be taken into account.
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and right switches we will move this bonus incentive to the appropriate side of the criterion. This way,

we can formulate the two different criteria

R→ L : aαβ > aαγ +δ (4.7)

L→ R : aαβ +δ > aαγ (4.8)

that lead us to the following formal utility functions in these two cases:

ltarget > lα





U(change) = aαβ

U(stay) = aαγ +δ

(4.9)

ltarget < lα





U(change) = aαβ +δ

U(stay) = aαγ

(4.10)

The switching threshold δ also helps to prevent lane change oscillation due to otherwise insignificant

utility differences. Implementing these utility definitions, our egoistic agent shows the expected be-

havior, trying to overtake on the left whenever blocked on its own lane and changing back to the right

when the gap is big enough.

4.2 Group Formation
To be able to make socially-conscious decisions, the entities in our scenario first need to socialize.

Based on the assumptions made in Chapter 3.2.1, communication between the vehicles on our highway

will be of limited range. This will also be the central limitation for social behavior. The entities should

consequently form flexible groups of limited member count and spatial dimension.

For such a group Γ we can formulate the following definitions:

• Γ is a subset of entities from our highway universe H and |Γ| its member count.

• For an entity (or vehicle) α belonging to group Γ we denote α ∈ Γ.

• Group membership shall be exclusive, i.e., ∀Γ,Φ ∈ H¬∃α ∈ Γ : α ∈ Φ for Φ 6= Γ, which

can also be formulated as ∀Γ,Φ ∈ H : Γ∩Φ = /0. Alternatively, this can be paraphrased as the

relation from entities to groups not being [1 : n] or the assignment function not being a surjection.

Neither multiple assignment nor fuzzy sets are explored in the course of this thesis, but note that

the fuzzy approach deserves further research since it could lead to smoother transitions and an

interesting information gain between neighboring groups.

• Assignment is functionally injective, since we allow for entities not being members of any ex-

isting group. To easily reference these entities from now on, we introduce the set of unassigned

entities U = H \ ⋂
Γ∈H

Γ. This set may be empty, but in practice a significant amount of entities

will not satisfy the communication range constraints of any group.
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• Because they are based on communicating parties seeking for a social decision, groups in our

scenario are by definition required to consist of at least two entities, i.e., ∀Γ ∈H : |Γ| ≥ 2.

• There is a limited member count for all groups, meaning ∀Γ ∈ H : |Γ| ≤ mmax. Considerations

for choosing mmax will be given in Chapter 4.2.2.

• We demand for the communication channels to be established at all times:

∀α ∈Γ ∃ β ∈Γ :
∣∣xα − xβ

∣∣≤ rmax with rmax being the global range of the wireless communication

between entities.

4.2.1 Speed and Position Requirements

The group definition is the base from which the qualification of new candidate entities for a group can

be derived. Simply evaluating the given set of rules in each time step will leave you with well-defined

groups, but also with a lot of oscillation. This is because of the fact, that a candidate that is in range

at one point in time does not necessarily make a lasting contribution to an existing group. To further

optimize our assignment decisions, we will not only look at a candidate’s position but also its speed.

Candidate Position

To fulfill the communication range requirement, our new group member β generally needs to satisfy

∃α ∈ Γ :
∣∣xα − xβ

∣∣≤ rmax (4.11)

to be in communication distance. Considering our environment and also later implementation perfor-

mance benefits, it is more elegant to check for

xΓmin− rmax ≤ xβ ≤ xΓmax + rmax (4.12)

with the two longitudinal borders of Γ

∀α ∈ Γ : xΓmin < xα (4.13)

∀α ∈ Γ : xΓmax > xα (4.14)

that can be efficiently found by limiting the search space because of the small expected changes in

relative positions during one time step. To help avoid oscillation at this early stage of assignment, we

introduce a threshold θ that creates a form of hysteresis. By narrowing the borders towards the center

of the group by this amount only at application time, we avoid accepting candidates at the very limit

of our communication ability that are likely to break our range criterion soon after they have become a

member:

xΓmin− rmax +θ ≤ xβ ≤ xΓmax + rmax−θ (4.15)
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One more aspect we should consider when taking candidate positions into account is whether they

are driving on an on-ramp (lα = 0) to the highway and should be let on. Usually, this will not be a

significant problem because they will be adopted by any passing group because of their position and

their likely speed difference (see following section). However, if the passing group has reached its

member count limit, it is worth to be noted that a logic can be found to benefit liveliness by pushing

another entity out of the group to help the newcomer onto the highway.

One could even generalize this thought further by allowing for a position in the group to be freed for

any agent that is in a helpless situation, e.g. in front of a lane closure. The definition of this kind

of "unhappiness" will be discussed in Chapter 4.3.1 and its value can be used at the stage of group

formation to solve these cases.

Candidate Speed
Thinking about grouping of entities, a commonly demanded property is their similarity. In our scenario

one would naively look for cars that travel at about the same speed. This would yield the most stable

groups since their relative movement would be minimized. The problem is: these cars usually do not

meet. And even if they did, they would usually not necessarily benefit the group’s contribution to

overall traffic shaping. Instead, to be able to actually make a difference by social behavior, a group

needs its inner conflicts to solve.

Therefore, it is worth evaluating a candidate’s potential to force new decisions inside the group because

of speed dissimilarity. In connection with the new entity’s position, we can state the following rules of

candidate disqualification:

• If the new entity β is behind the group, we should not consider it suitable, if it is slower than the

average speed of group Γ: ∀β ∈H : (xβ < xΓmin)∧ (vβ < v̄Γ)⇒ β /∈ Γ

• We are also not interested in entities already in front and gaining distance to our group because

of a speed vβ > v̄Γ. Therefore, ∀β ∈H : (xβ > xΓmax)∧ (vβ > v̄Γ)⇒ β /∈ Γ

The negations of both statements are highly desirable, so under the assumptions that |Γ| < mmax and

xΓmin− rmax + θ ≤ xβ ≤ xΓmax + rmax− θ we can say that promising new members for group Γ are

gained by

∀α ∈H : [(xα < xΓmin)∧ (vα ≥ v̄Γ)]∨
[
(xβ > xΓmax)∧ (vβ ≤ v̄Γ)

]
∨ (xΓmin ≤ xβ ≤ xΓmax)⇒ α ∈ Γ

(4.16)

For a more practical implementation, we can design a speed fit function fitv : β ,Γ→ [0,1] that projects

compliance with these rules onto a continuous scale between 0 and 1.

4.2.2 Member Count Considerations
One could ask at this point why there should be a member count limit at all for our groups. Why

not have the whole highway connected and optimized? Generally speaking, this is not undesirable.

However, it leads to a variety of practical problems in the implementation:
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• The problem of evaluating utility and optimizing it on a group scale grows significantly with the

member count.

• Larger groups mean more complex decisions: What may be an easily calculated plan of actions

in a group of 5 entities might lead to almost undecidable complexities in larger groups.

• The bandwidth and time constraints on the communication channel to exchange vehicle informa-

tion are harder to fulfill with each new member. Especially growing round-trip times (RTT) lead

to significantly slower decisions and response time to actions assigned to entities of the group.

• Priority creates less impact when compared to a larger group. The urgency a high-priority entity

causes for a small group to solve matters in its interest is considerably higher than in a large group

where it might be weighted against other high priorities down the road or time-consuming global

plans to optimize its environment are waiting to be carried out by slowly informed vehicles in the

way. Small groups allow high-priority vehicles to cut through traffic in a "divide and conquer"

manner.

Some empirical data on group assignment will be presented in Chapter 6.

4.2.3 Dismissal and Split

A group must continuously check its inner integrity, i.e., it has to make sure to satisfy the rules set

at the beginning of Chapter 4.2 at all times. Since the member count limit is checked during the

assignment protocol, the important criterion to be monitored is to assure a working communication

channel between all entities:

∀α ∈ Γ ∃ β ∈ Γ :
∣∣xα − xβ

∣∣≤ rmax (4.17)

Because of the constant relative movement among group members, this rule will be broken regularly

and we need to take action to preserve the group’s integrity. In this case, our protocol evaluates the

following options:

• If the endangered communication link involves either the leader or the last entity of the group,

we should simply dismiss them at t +1, i.e.,

[(xαt = xΓmint )∨ (xαt = xΓmaxt )]∧
(
¬∃ βt ∈ Γ :

∣∣xαt − xβt

∣∣≤ rmax
)
⇒ αt+1 /∈ Γ (4.18)

• If the endangered link is somewhere else among our members, we will split the group in two at

the broken connection. Our new group Φ receives all members behind the lost link location xlost :

∀αt ∈ Γ : (xαt < xlost)⇒ (αt+1 /∈ Γ∧αt+1 ∈Φ) (4.19)

• If any of the above leads to Γ or Φ being left with less than two members, that group needs to be
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destroyed completely, leaving all members in U:

∀Λ ∈H : (|Λ|< 2)⇒ (∀αt ∈ Λ : αt+1 /∈ Λ) (4.20)

As with assignment, there is a crucial case where an agent’s happiness with its situation should be

taken into account when thinking about group integrity: the unhappy leader. If an entity is at the front

of the group and aspires to go faster, it is usually disconnecting from the group by gaining distance to

the car behind. Problems arise, if the leader is blocked by vehicles outside the group in this process.

Since the agent is assigned to the group, it cannot join the group ahead, unless it is allowed to drop out

of its current one first. Looking at its utility defined in Section 4.3.1, we can make this decision and

allow faster vehicles to pass through groups without becoming stuck.

4.3 Group Behavior
Once a group has been formed, utility becomes a collective subject and the individual agents follow the

decision that leads the the best overall outcome. That also means that we gain a degree of freedom for

our decisions. Since our agents are now not only pushing the entity in front, they can also be ordered

to drive slower than they could to make room for others. Generally, the possibility for a slower vehicle

to be ordered out of a quicker agent’s way is one of the key features that can gain a social artificial

intelligence an advantage over our simpler egoistic agents. The second important factor is the ability

to use the increased amount of information available to the group to plan several movements into the

future, which will be addressed in Section 4.3.2.

The most important goals for the design of our group behavior populate the following list:

• It should allow the group to solve the problem of different desired speeds by being able to switch

positions of faster and slower vehicles accordingly.

• It needs to follow the rules of traffic for now without harming non-members, even though we will

suggest possibilities for special rules that are safe within groups due to the information gained.

• When making a decision for the group, there should be a bias towards the status quo to counter

possible oscillations and pointless lane switches.

• The group needs to comply with individual priorities assigned to its members and favor decisions

that create a clear advantage for members of higher priority.

• It should dictate each agent’s actions without giving him a different choice than to follow group

orders, which creates a reliable base for planning more than one step ahead. Allowance to divert

to egoism as explored in [GG99] might be an interesting addition, but is not in the focus of our

study.

• It should respect an agent’s desires and "leave no agent behind", i.e., exhibit a certain fairness

preventing any agent from being permanently insignificant.
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4.3.1 Individual Member Utility

To reach these goals, we first need to redefine utility for a single group member to a more complex

form. The desired behavior demands a decompositions into a set of attributes that contribute to an

agent’s utility as introduced in Chapter 2.2.2. We will then design a way to determine this multiattribute

utility for a single agent and discuss how to make it comparable to that of other group entities.

Attributes of Utility

The different dimensions of an agent’s happiness on the road need to be well-chosen and their value

continuously determinable. For better transparency and easier comparability we will design each at-

tribute as a function a : (α, t)→ [0,1]. Possibilities for attributes are numerous and this thesis can only

introduce a meaningful base set of attributes to consider. The outlook suggests some more ideas for

future expansion in Section 7.2.2.

Progression The acceleration result of the IDM can still give a good impression of an agent’s situ-

ation on the highway. As we have shown for our egoistic entities in Chapter 4.1, it is well-suited for

a comparison between two locations on the road at the same moment in time to make a decision for

an instantaneous lane switch. However, it hardly serves as a normalized time-independent indicator on

how happy an agent should be with his progression at any given moment. Picture the case of an entity’s

acceleration being a = 0, i.e., the vehicle is traveling with constant speed v. The question would be:

How should the agent feel about this? Considering just a, the answer is undecidable. If the agent is

standing still with a = 0, it should probably be less happy about its situation than when cruising along

with its desired speed v0 (see Chapter 2.5.1).

Given this observation, one could argue that the agent’s current speed v and its relation to v0 make for

a much better mood indicator in our scenario. However, this measure alone would be very unstable

and consequently lead to unnecessary switches and oscillation. The reason why the IDM acceleration

works so well for comparisons in the moment of an instantaneous lane change is its ability to make

a statement about the future trend. And this adds a crucial value to the situation assessment in our

scenario. What good is it, if an agent goes faster after a switch but is rapidly approaching an obstacle

that will cause him to brake a moment later?

Therefore, our solution to a valid utility attribute in this case is a healthy combination of acceleration

and speed values at the given time. The proposed measure has the form

P(α, t) =





1−
(

a−v̇IDM
α (t)
a

)(
v0−v(t)

v0

)
if v̇IDM

α (t)≥ 0

1
1+(v̇IDM

α (t))2

(
v(t)
v0

)
otherwise

(4.21)

and consequently weighs acceleration and speed against each other. It receives it’s highest utility value

p(α, t) = 1 if the acceleration or the speed are at desired maximum levels. Otherwise the significance

of one of the values is degraded by the other if the latter is in a favorable condition. If the agent needs

to brake in a situation, this will always decrease its utility.
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Lane Endings One of the main concerns for an agent on our highway is the need to switch to a

different lane because the current one is ending. This very common scenario happens on on-ramps, at

road constriction sites, or because of lack of space or other road development factors. As one of the

main reasons for congestion and a crucial point of social interaction while driving, it deserves a lasting

presence on an agent’s mind. The effect we would like to achieve by including it as a separate attribute

is a steady decrease in utility for an entity that approaches the end of its lane, regardless of other cars

in front. This allows for early reshaping of groups before bottlenecks and a louder voice of vehicles

entering the highway. The required information about the location of the lane closure xcl can practically

be provided by advanced navigation systems, car2x transmissions from the infrastructure, or car2car

communication from other group members. Once this parameter is known, we can formulate a valid

utility attribute for the discomfort caused by lane endings as

C (α, t) =





1−
(

s0
xcl−xα (t)

)
if xcl− xα(t)< σ

1 otherwise
(4.22)

with σ as the desired look-ahead distance.

Change Frequency To further avoid system instability due to oscillating lane switch decisions,

we will keep track of a timestamp when an entity has changed lanes and integrate this concern into an

agent’s utility. This has very practical implications as well, because it will contribute to a smoother ride

for our passengers, whose car will not follow a rapid sequence of zig-zag schemes through traffic. If

the time span between the last two lane changes tc0 and tc1 for time t has been too short, this will affect

an agent’s happiness. We have to take the last two switches into account rather than the difference

between now and just the last one t− tc0, because otherwise an entity will always be unhappy directly

after a change, causing it to either never be considered for a switch or to be directly switched back and

forth because of its unhappiness. Hence, our attribute will have the shape of

F (α, t) =





1−
(

Tmin−(tc0(t)−tc1(t))
Tmin

)
if (tc0− tc1)≤ Tmin

1 otherwise
(4.23)

and is easily adjusted by specifying the desired minimal break Tmin after a lane change has been done.

Calculation

Formulating the final multiattribute utility function for an agent α is now merely the question of defin-

ing a suitable summation of the attribute value functions. This is possible, because all our attributes

exhibit mutual preferential independence (as defined in Chapter 2.2.2. Therefore, the utility function

of our agent α will be of the form

U(α, t) =
N

∑
i=1

wiAi(α, t) (4.24)
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with N attribute value functions Ai(α, t) that are each weighed with an arbitrary factor wi. With our

defined base set of value functions, we consequently get

U(α, t) = wpP(α, t)+wcC(α, t)+w f F(α, t) (4.25)

as the utility function for our experiments.

If we assume the same utility function for every agent in our system. the weights wi can be found using

single or multi-dimensional optimization algorithms, e.g., to maximize average happiness or traffic

flow. Possible dimensions for minimization include the standing or acceleration time of all vehicles to

ensure liveliness. We will present a rough parameterization using exhaustive search for the minimum

of an aggregated objective function in Chapter 6.1 and summarize further optimization possibilities

and suggest improvements beyond our scope in Section 7.2.3 of our conclusions.

4.3.2 Socially Conscious Lane Switching
Now that we have seen how individual utility can be defined, we need to devise strategies to use each

agent’s input and come up with an appropriate action plan for the group. Therefore, in this chapter,

we will discuss the different steps of our preference aggregation algorithm and their influence on the

social behavior of our agents towards our goals set at the begin of Chapter 4.3.

Elementary Maneuvers
The first step in the evaluation of preference is the identification of possible actions for each agent. In

comparison to our egoistic approach in Chapter 4.1, our agents gain movement possibilities that have

previously been omitted because of lacking communication or being contrary to the egoistic agenda.

An important addition is their ability to signal their wish for another agent to make a certain move.

Each agent should first consider the following basic actions if they are available:

• Switch to left: If a lane further left is open, the agent can evaluate a change to that lane. Because

of the regulations set in Chapter 3.1, this will be the preferred choice of a faster agent that

approaches a vehicle in front.

• Switch to right: An agent α that is driving on a lane lα > 1 should always evaluate changing

back to the rightmost lane, which should be awarded with a bonus in utility just like the one in

place for egoistic agents discussed in Section 4.1.2.

• Hold position: It would lead to unfavorable behavior if we neglected the status quo in an agent’s

utility considerations, especially in terms of oscillation problems. We need to stress that an agent

does by no means have to switch lanes every time we ask for his opinion. Its default action will

always be to keep following the vehicle in front or driving its desired speed.

Implementing these actions still requires checks for free space on an agent’s target lane and for its

existence. Keep in mind that this task is not made trivial by group communication because the obstacle

might not be part of our group.
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Future Gain
To make our agents’ evaluation of utility3 more meaningful, we should make them look into the future

consequences of their actions. Since lane changes are considered instantaneous in our model, we can

argue the true value of the switch might not present itself in that very moment. This is also due to

the fact that we are now considering more attributes than just IDM acceleration which has the unique

property of providing an estimate of future gain. Another reason to consider utility after a certain time

∆t is the opportunity to devise plans of consequent actions involving more than one agent. Therefore,

for our three elementary maneuvers the agent will chose its action at time t and then drive on for ∆t

and evaluate the utility at time t +∆t. This way, we further reduce oscillation and can also add the

following maneuvers to each agent’s repertoire:

• Request gap on left side: The agent will signal its wish to overtake an obstacle in front to a

group member blocking him on his left side. This will cause the member in question to lower

his speed and make room on the target lane. After ∆t has passed, the agent can switch to the left

and evaluate its new utility.

• Request gap on right side: In certain situations, it makes sense for an agent to request a change

to the lane on the right, especially in the case of lane closure. Choosing this action will make a

group member on the target lane create a gap and yield to the agent moving in after ∆t.

• Request to pass vehicle in front: If there is no further lane to the left and an agent approaches

another group member, it may ask for the other member to make room by switching onto an

existing right lane. This can only be carried out as an elementary action, if there is a gap for this

member on the target lane. Otherwise, this powerful maneuver requires planning more chained

actions, which we will discuss shortly.

First, we need to take a look at ∆t and define its value for these new actions, because it seems obvious

that it carries the meaning of the time span needed to generate the desired gap in their context. For two

cars α and β driving next to each other we can formulate the time needed for β to generate a constant

gap g as

∆vt+1 = ∆taα −∆tb

g = ∆vt+1∆t

g = ∆t2(aα −b)

∆t =
√

g
aα −b

(4.26)

with b as a fixed deceleration applied.

Planned Sequences
As seen in the definition of the last of our elementary maneuvers, chaining of actions into time-based

sequences is not only possible but has a good potential for large benefits. Since we can offer our agents
3and consequently the decision of the group
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4 Agent Behavior Design

a simple physical model of their environment, they can search the space of possible action sequences

for the best utility. We should stress that our study does not cover parallel execution of different non-

conflicting plans, even though it can be achieved by careful definition. Generally, the possibilities and

problems of multi-step planning are only discussed briefly in this thesis due to time constraints and

their complexity.

For now, we will define a sequence of n actions (a1, ...,an) as an ordered set S. The execution time of

S can be expressed as

∆TS =
n

∑
i=1

∆ti (4.27)

with ∆ti as the time needed to complete action ai.

To be able to find the best sequence for an agent, we also need to ask ourselves how to define utility for

such sequences. Since our individual utility function (Formula 4.25) allows for attributes that have an

impact after each action taken, we should not judge a sequence just by its outcome. For instance, the

change frequency attribute relies on being evaluated for each step to degrade utility for excessive lane

switching. Therefore, we need an additive utility definition for sequences. This way, we make sure

to choose a path that maximizes the average utility for each step. On the other hand, maximizing the

absolute utility after each action leads to the selection of one branch of the search tree that might not be

globally optimal, because the utilities of each action depend on the prior node. We will consequently

use an additive utility function of the form

U(α, tstart,S) =
n

∑
i=1

τ
i U
(

α ,
(

tstart +∑
i
j=1 ∆t j

)
, ai

)
(4.28)

having a degrading factor τ < 1 to express the growing insecurity over time as suggested in [GG99].

Mind that using additive utility has the side effect of making the utility of sequences of different lengths

incomparable. Therefore, we can either divide by the number of actions n in the sequence to get

an average and then compare, or demand that for a given time t our algorithm will only search for

sequences of a fixed length n and choose the one of best utility.

Priority
Now that we have defined how each agent can evaluate any given sequence of maneuvers, we can ask

them for their preferred actions in each time step. However, we still have not touched the subject of

preference aggregation. This is because it will be based on each agent’s priority that is a crucial part

of our model, especially for its business component. In this section we will discuss, how it will also

help finding a preference aggregation system that is suitable for our cause and partly in line with the

thoughts gathered in Chapter 2.3.1.
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4.3 Group Behavior

For our priorities we define:

• Every agent has a priority ψ ∈ R+.

• Priority is a measure of individual importance for the group decision. For two agents α,β ∈
Γ with priorities ψα > ψβ we demand that the preference of α has a higher influence on the

preference for group Γ than β ’s.

Using this priority definition, our proposed group decision method after trading off theoretical proper-

ties and practical usefulness is for a group Γ to choose the action or action sequence that maximizes

U(Γ) =
|Γ|
∑
i=1

ψαiU(αi) (4.29)

This decision criterion can be interpreted in two ways:

1. The group as a super agent: The problem of finding a group decision can be seen as the decision

problem of an agent that has the utilities of all members as an input to its own multiattribute

utility. If you look at what we have defined for this case in Section 4.3.1, you will notice that our

final function in Formula 4.25 has the same structure as Formula 4.29. As we have constructed

individual utilities to be in the range of [0,1], they become normalized inputs to our "super agent"

using them to maximize group utility. Priorities come as a natural fit for the weight factors in

this equation and result in a very transparent measure of influence of the agent they belong to.

Since this is the highest stage of our decision hierarchy and we only consider relative ranking,

we do not require ∑
|Γ|
i=1 ψi = 1.

2. Modified range voting: When viewed from the perspective of voting systems, our approach

falls into the category of range voting. An agent submits a ratings ballot, giving his evaluation

of every state suggested to the group. His score for a candidate action is the utility he associates

with its outcome. Since all individual utilities are in [0,1], we fulfill the range voting require-

ment of a common range. Range voting itself has been shown to elude Arrow’s theorem as

described in Chapter 2.3.3, because of the theorem was established for ordinal preference rather

than cardinal values such as in our utility definitions, a point elaborated in [Hil05]. Priorities in

this context can be viewed as multiple votes cast by the same agent. As our agents vote for the

outcomes sincerely4 by evaluating their utility function for an option independent of how other

group members rate it, the dimension of strategic voting is completely avoided. It is actually a

benefit in our scenario that range voting does not comply with the later-no-harm criterion. This

way, the truthful positive evaluation of a higher prioritized agent’s second choice might help

the preference of a less privileged agent to win the group decision. This helps to address the

liveliness considerations made at the beginning of this chapter.

4i.e., they do not report their own preferences falsely for tactical reasons
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4 Agent Behavior Design

To decrease oscillation, the status quo should be made more attractive by introducing a bias bsq to

individual member utility such that

U(α, t) = wpP(α, t)+wcC(α, t)+w f F(α, t)+bsqψα (4.30)

Influence of this value can be seen in Table 6.1 as part of simulation results.
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5 Simulation
To examine system behavior and identify problems and optimization potentials of our model, a sim-

ulation has been developed to provide early results of the decision algorithm at work. The complete

and efficient implementation of the model with all possible maneuvers and safety criteria is beyond

the time and resources available for this project and not in the main focus of our work. However, a

simplified proof-of-concept is a good investment for further discussions on the next steps to take. This

chapter will provide some insights about the extent of simulated aspects, the inner workings of the

implementation, and the technology used to calculate and visualize the behavior of a large amount of

virtual autonomous cars.

5.1 Platform
Since the project plan comprises a demonstrator rather than a production-level software solution, our

platform choice is free and dictated by personal convenience and development efficiency criteria rather

than universality or performance.

5.1.1 Software
The simulation was realized as a Microsoft .net 4 solution written in C# 4.0. This framework fol-

lows a strictly object-oriented approach and interprets a pre-compiled intermediate version of the code

(bytecode) at run time using a virtual machine. The .net libraries provide built-in support for the I/O

operations, mathematical functions, suitable data containers, parallel execution, and 2D drawing abil-

ities needed to run and observe our model in real time. Furthermore, the platform is easily extensible

to include technologies like different graphics engines or distributed architectures and provides the

powerful and user-friendly development environment Visual Studio.

Downsides of the framework are its dependence on the Microsoft Windows platform and possible per-

formance drawbacks because of the intermediate layer.

5.1.2 Hardware
All development and execution of the simulation has been done on a home computer featuring an Intel

dual core processor at 3.3 GHz and 4 gigabytes of system memory. It is running a 64bit version of

Microsoft Windows 7 with Service Pack 1.

5.2 Implementation
The software has been developed under the object orientation paradigm and consists of a dynamically-

linked library (DLL) with the core components and a window application that provides user interaction

and presentation. This section will cover some main points of our development effort.
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5.2.1 Simulated Aspects and Simplification
As mentioned above, the full extent of our model’s flexibility and complexity is beyond our reach for

this particular implementation. The following is a collection of the main features and limitations of the

solution created for this thesis:

• Complete IDM lane-following capabilities used for egoistic and group-affine agents alike and

providing dynamic headway management and forward-looking acceleration results

• Flexible highway definition with multiple segments of different lane numbers and a maximum

length of 1.7976931348623157 ·10308 meters (maximum value of double type)

• Cars spawned at an arbitrary number of locations with different desired speeds and priorities; a

lot more discriminative parameters between agents exist, but have not been used in experiments

yet.

• Physical movement of cars in variable time resolution

• Group formation and integrity preservation (dismissals and splits) by a globally constant com-

munication range; complex assignment considering position and speed has been included but not

prioritized for deep research, mainly because simple assignment performance is acceptable.

• Individual utility calculation as described in 4.3.1 with variable weight factors accessible for

run-time adjustments

• Exhaustive search for maximum future group utility among three possible movements by each

agent (LEFT, RIGHT, PUSH_FORWARD), evaluated by successive IDM predictions up to 1s ahead

of decision time with the car in front assumed constant; However, further action sequences have

not been implemented due to the complexities and performance issues involved.

• Built-in gathering of statistics by each agent and some global functions that can be read from

the cars after a simulation run, although not all statistics functionality and querying for specific

criteria using LINQ1 is provided to the user via convenient interfaces.

5.2.2 Data Structures
Some of the most important objects managed within the code are briefly discussed in the following list.

• The Highway is a linked list of segments to be efficiently traversable in the direction of vehicle

movement. Each HighwaySegment contains a start and end location as well as an array of

available lanes and their indices.

• Each Car generated by a CarSpawner object is managed in a simulation-wide List<Car> that

can be sorted by vehicle location, because Car implements IComparable in an appropriate way.

Further fields of the object include current simulation values like speed or individual utility, life-

long constants like priority or desired headway, and statistics like spawn time or lists that hold
1a special .net query syntax that provides SQL-like functionality equally on collections, databases, or XML files
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the history of physical values. Special care has been taken to provide a valid clone method to

be able to create virtual states of the simulation when extrapolating group utility for future time

steps.

• When Group is assigned to a Car they mutually reference each other for efficient access from

both directions. Group member references are held in a List<Car> and member functions take

care of the assignment, dismissal, and split functionalities of the model. An object of the abstract

GroupStrategy type is held as a reference and contains all logic and data needed to move group

members and decide about actions.

• The outer hull of the application core is the Simulation object that contains the Highway, all

Car and Group instances, and the global simulation time. It is realized in a way that offers easy

access to global statistics and user-friendly ways to integrate it into the front end application.

5.2.3 Performance Optimization

Where reasonable, we have made use of the Parallel.ForEach constructs within .net 4 that are

able to dynamically parallelize loops according to system hardware capabilities and run-time resource

progression. This feature has proven highly convenient and extraordinary useful for our cause, because

it provides easy utilization of multi core performance. Apart from parallel processing, no special

measures have been taken to further optimize computational or spatial costs of the simulation.

5.3 Interface
The front-end application uses standard Windows Forms classes to enable input and output of the sim-

ulation parameters and results. It provides real-time feedback of all data recalculated in a single step

by means of data tables and 2D animation.

5.3.1 Visualization

The current state of all cars is drawn to a rectangular canvas as a two-dimensional bird’s eye view with

cars simplified to rectangles in their correct relative position. Each lane of a highway segment is drawn

as a single line touching the bottom of vehicles driving in it. The user can navigate the full highway

by a horizontal slider that automatically adjusts to the current window size. Furthermore, a vehicle

following mode is included to allow the focus on a single car and its progression. The whole view can

be zoomed in four levels to provide better visibility of detailed movements.

Groups of agents are indicated by the number of their members that is printed over the centroid of

member positions. The user can choose to activate one of two view modes to further visualize group

interactions:

• Cars can be colored by a randomly assigned specific group color to observe the assignment

process. This mode provides clues for reassignment frequencies and spatial spread of group

members.
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• Alternatively, the current individual utility for agents within a group can be visualized by a

color from a range of green (maximum utility) to red (minimum utility). The main purpose of

this option is to identify errors in the design of utility functions and the outcome of different

parameter values.

The bottom part of the window holds a table of all cars and a choice of their field values presented for

each step. Selection of a vehicle marks it with a circle in the visualization and moves the perspective to

center it. Activation of the follow mode will then allow the user to stay with this car during movement.

Additionally, a property view panel to the right holds general statistics updated by a separate 2000ms

timer. Values about the scene setup, global traffic characteristics, and group assignment are displayed

and explained.

5.3.2 Live User Interaction
The user can engage time lapse using a slider that allows simulation to be sped up to a maximum factor

of 100x. This allows for the observation of long and complicated journeys and congestion phenomena.

Furthermore, simulations can be started that result in the generation of CSV files for data analysis.

These calculations are done by a BackgroundWorker thread at maximum speed achievable by the

hardware.
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6 Empirical Results

6.1 Oscillation and Average Speed
To find a good base for further evaluation, the parameters of our individual utility function as shown

in Formula 4.30 need to be properly assigned. Table 6.1 shows parameter values as optimized by a

aggregate objective function that takes a speed match and the number of line changes per vehicle for a

simulation run. The speed match is defined as the actual achieved average speed divided by the desired

speed of the vehicle. Every combination has been run three times to account for the randomness of

desired speeds and group assignment. The priorities of all cars are equal and the scenario is chosen to

be a two-lane highway with two entrances and a total length of 3.5km.

wp wc w f bsq Lane changes/vehicle Average speed match Speed match/oscillation
groups disabled 14,895 0,7600946 0,05103

0,6 0,2 0,2 0,4 7,2 0,691995 0,09611
0,4 0,4 0,2 0,4 7,248333 0,684849 0,094484
0,4 0,2 0,4 0,4 8,298333 0,717379 0,086449
0,6 0,2 0,2 0,3 9,268333 0,700554 0,075586
0,2 0,2 0,6 0,4 10,41833 0,685926 0,065838
0,4 0,4 0,2 0,3 11,64167 0,67375 0,057874
0,2 0,6 0,2 0,4 11,66167 0,666748 0,057174
0,4 0,2 0,4 0,3 12,75833 0,698166 0,054722
0,2 0,4 0,4 0,4 13,43167 0,696402 0,051848
0,6 0,2 0,2 0,2 14,38167 0,695892 0,048387
0,2 0,4 0,4 0,3 14,565 0,690575 0,047413
0,2 0,6 0,2 0,3 14,875 0,697088 0,046863
0,2 0,2 0,6 0,3 15,16833 0,679818 0,044818
0,4 0,4 0,2 0,2 18,31833 0,679434 0,03709
0,4 0,2 0,4 0,2 18,49167 0,682903 0,03693
0,2 0,6 0,2 0,2 19,55833 0,685028 0,035025
0,2 0,2 0,6 0,2 20,44167 0,659138 0,032245
0,2 0,4 0,4 0,2 22,52167 0,690009 0,030638

Table 6.1: Parameter optimization for the ratio between speed match and oscillation

We see that the influence of the bias value is striking and allows oscillation to decrease below the

egoistic agent’s value while achieving solid speed match values. The second dominating factor is the

weight wp for the progression attribute value function, which is expected under the chosen optimization

target. We can also see, that our cooperative agents do not benefit the average speed on the highway

yet. The egoistic agent is faster, aided by the absence of parallel plans for our groups. Since only one

agent can change lanes at a given moment, cooperative agents lose time waiting because another group

member was nominated to be switched to a faster lane first.
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6.1.1 Utility Separation

Table 6.2 shows the experiment of three groups of different priorities and desired speeds sharing the

road. The desired speeds are 36, 30, and 25m/s for these runs. The faster and more important customers

spawn at the first on-ramp and meet slower cars with less priority down the road. We see that each group

is far from their desired speed level due to traffic. However, the higher priority vehicles make it past

the general average speed while the lower ones experience significant cutbacks.

Run Average speed Average v for p1 average v for p2 average v for p3

1 18,44205 21,76521 18,66631 14,8946
2 18,0455 21,49284 18,03656 14,60709
3 18,32981 21,83239 18,26471 14,89236
4 18,20935 21,61813 18,0388 14,97113
5 18,09173 21,50372 18,18299 14,58847
6 17,74567 21,09947 17,64767 14,48986
7 17,90755 20,96934 17,96871 14,78458

Table 6.2: Multiple simulations of a scenario with three distinct priority groups

However, separation by utility is not always this clear and our simplified simulation fails to deliver de-

cisive proof of guaranteed value for the paying customers. This is most likely due to a severe unattrac-

tiveness of the PUSH_FORWARD maneuver, which shows very limited occurrences. The reason is the

single step limit when planning into the future, that does not accurately show the benefit of a group

member braking. Realistically, group utility suffers a drop at first and the potential of the opening gap

is beyond the sight of our group decision.

6.1.2 Individual Utility Progression
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Figure 6.1: Simulation history of a vehicle with acceleration (dark), speed (bright), and individual util-
ity (midtone) all normalized by their maximum positive values over the position axis in
1000m
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6.1 Oscillation and Average Speed

Figure 6.1 shows the value progression of a single car driving through a scenario. Speed, acceleration,

and individual utility are presented for any given vehicle position along the way. The individual utility

is set to -1 while the agent is not assigned to a group. As seen from the graph, utility follows the IDM’s

acceleration demands, but softens the impact by considering the current speed. Even though the vehicle

is decelerating multiple times towards the end, the agent does not rate the situation to be intolerable

and progresses with near constant speed and without provoking switch decisions by his group. This

rationality has been demonstrated throughout our experiments, which undermines the confidence in

the formal potential of the concept. Even though more work to even out the progression can be done,

the attribute value function regarding speed and acceleration trade-off is a good fit for our scenario and

provides the desired characteristics without any special parameterization.

6.1.3 Group Assignment
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Figure 6.2: General statistics regarding groups for a single simulation run over 700s

As an example for the global statistics gathered during simulation, Figure 6.2 presents some of the

values concerning the overall group assignment process. This single run has been conducted on a

three-lane scenario including a lane closure. A remarkable fact generally observed in our experiments

is the quick convergence towards a group member count average of around 5. This value is stable

under different maximum assignments chosen and is mainly linked to the communication range. As

the highway becomes more and more crowded in this run, we observe a growing number of groups and

see that the time limits for their stable existence have not yet been reached. The fact that the average

group is not collapsing for minutes shows the room for longer action planning, which opens potentials

to achieve better results in other categories in future.
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Figure 6.3: Traffic density and group assignment quotas for a single simulation run over 700s
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7 Conclusions and Outlook
In the course of this thesis, we have given an introduction into the possibilities of cooperative artificial

intelligence in an autonomous highway scenario. The system itself has been discussed in its wide and

interdisciplinary implications and a detailed mathematical model for the behavioral decisions made

by a group of agents in this scenario has been formulated. First steps towards the implementation of

this model have been unveiled and empirical data gathered by a simulation application with real-time

visualization have been presented. In this chapter, we will summarize some lessons learned over the

time of this study and interpret some of the main trends within the data.

7.1 Value of Social Consciousness
This study alone cannot deliver the proof of traffic flow benefits by means of social conscious agents.

The idea itself is powerful, but needs a lot of effort to be put into a more complex implementation.

Only by the further improvement of look-ahead techniques to enable the discovery of the real future

revenue of social actions, our model can be expected to show its full potential. It remains to be seen,

whether its influence on traffic flow can rival a set of egoistically acting agents at all.

7.1.1 Economic Value
In the end, this might not even be necessary, as other benefits emerge from the convoy-like driving

within a group. In the end, what we wanted to show is how group decisions using multiple factors can

be formalized and successfully linked to a set of goals in a well-defined environment. The individual

utility criteria found have proven to mirror rational assessment of an agents situation and consequently

constitute the positive contribution our simplified simulation can provide.

The business perspective of autonomous driving has been pointed out in its significance and many

interesting impacts and concepts have been collected for this document. The idea of this significant

amount of time freed by handing the wheel over to automation is lucrative and has the potential to

spawn a variety of new business models that fill this future gap in our daily plans.

7.2 Future Possibilities
During the conception of our model of future highway traffic, working on this thesis has sparked a lot

of ideas for further directions of research within this environment. This chapter covers some of the

interdisciplinary facets and detail optimization possibilities opened by our study.

7.2.1 Additional Scientific Angles on the Scenario
We have seen that the introduction of cooperating autonomous agents has far wider implications than

their implementation in hard- and software. We have touched matters of economy, ecology, and law,
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none of which have been exhausted by any means. In this section, some further dimensions of the

system as a whole are gathered to inspire further ideas beyond the realms of information technology.

Psychological and Sociological Questions
The concept of being driven by a machine bears some controversy regarding acceptance and effects

on the feelings, behavior, and values of the human passengers in short- and long-term usage. Some

questions that might be beneficial to answer include:

• Can we trust an autonomous car like we trust trains on obvious rails? If not, how can we be made

to?

• How does the impact of autonomous driving differ for various characters and demographics?

Does the manager used to a driver adapt quicker than a student used to video games?

• How will people reallocate the attention now unnecessary for traveling? Will they develop needs

that have never been present while driving?

• What is the impact of the stress reduction achieved by traveling in a private room without having

to pay attention?

• Will the "need for speed" and the fun associated with driving completely degenerate? Will we

lose our interest in racing sports?

• How will the status symbolism of private mobility change without human drivers? What will we

brag about when driven around by an algorithm?

• Can the lack of attention required affect human skills in other fields? What might be the replace-

ment to keep them in shape?

• Will we live a life on the road because we can? Will "home" become a constantly moving place?

What are the implications?

Information Security
A whole thesis could alone be written on the manifold security questions raised by the concept of a

massively distributed system including safety-critical technology for everyday use. Apart from the ob-

vious, but manageable need for protection of communication channels, the biggest problems lie in the

accessible nature of the vehicles when trying to keep the security of the back-end intact. Furthermore,

measures need to be taken to protect the newly won privacy on the road and the priority system as

the core business model. Given today’s mentality about the violation of traffic laws, the presence of

evil-doers on future roads can be taken for granted.

Control Engineering
Since most modern traffic models stem from research done in control engineering, it seems valid to

find large-scale models about cooperative agents in this area. Today, research trying to theoretically
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evaluate multi-agent behavior with common tools of the field is limited to very simple agents and

message exchanges. Advancements on this path might enable a more global approach in agent design

and parameterization in our scenario to increase stability, efficiency, and behavioral prediction.

Infrastructural Development
It needs to be stressed that congestion control is not a problem that can be solved by changes within

the vehicles alone. Whether we succeed in establishing usable connection between future metropoles

is primarily a matter of how we can efficiently build roads, develop cities, and offer alternatives to indi-

vidual transportation where applicable. Autonomous technology and future methods of traffic analysis

can only try and provide an optimal usage of the resources they are given. The intelligent allocation

of these resources on a larger scale and the appropriate legal regulations are some of the problems that

need to be addressed by politicians, architects, and sociologists.

7.2.2 Further Criteria for Decision-Making
Considering the notion of utility as introduced in this thesis, our system is expandable to more complex

dimensions that can influence an agent’s behavior on the road to create an even better service for its

passengers. It also makes sense to give the passengers the ability to change behavioral patterns of their

vehicle on the road. This goes in line with the argument, that people’s trust will increase for a system

they are actively influencing. Improvements cannot only be made to the utility function, but also to

group formation, and the underlying acceleration model.

Car Alignment
The position of cars within a group offers a lot more opportunities to achieve a different traveling

experience and to increase efficiency. Some possibilities not included in our study can be achieved by

having special rules for cars in groups. As discussed earlier, autonomy can make traffic rules obsolete

that are in place to protect against faulty human driving. If legislation and its enforcement methods

allowed it, we could easily gain significant room on highways by decreasing the headway between

cars within a group to a minimum. Depending on the shape of cars, this can enable drag and optimize

fuel or power consumption. Furthermore, right-overtaking in groups could be allowed to provide the

decision making with more options to fulfill a groups desires. Further improvements possible include

the avoidance of driving right next to each other at the same speed for too long, which might be irritating

passengers and undermine privacy.

Scenic Routes
When considering lane choices, interesting possibilities result from a tight integration with navigation

hardware. If desired, the system allows the agent to choose lanes that offer unobstructed view on

landmarks or direct proximity to waterfronts.

Social Interaction
Group formation can be tweaked to integrate with social networks in a way that allows traveling parties

distributed to multiple cars to be within the same agent group at all times, if possible. This way, they
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could benefit from the fast and responsive wireless channel to enable rich media applications like video

conferencing or sharing of multimedia databases. Special apps for these gatherings could be developed

by automotive brands and could make the opportunity to organize groups by brands more attractive,

together with possible technological advancements that allow car makers to market unique solutions

by making use of this distributed system. Furthermore, trucks could be organized with proper group

assignment to improve logistic efficiency by guaranteeing synchronized arrivals.

7.2.3 Model Optimization Possibilities
Given the model’s current state, there are a few methods that can be applied to achieve better results in

future and are briefly discussed in the following collection.

• Currently, decisions are achieved by an exhaustive search of possible rearrangements within

a group. Therefore, methods that apply smart pruning of the search tree can be used to gain

performance in simulation and practice.

• Simulation of the full complexities of our model would also gain better results for single- or

multi-objective optimization of the parameters. This should especially be expanded to tune pri-

orities against each other and estimate a good monetary price to demand.

• Research done by [GG99] suggest that a less strict enforcement of group decisions on their

members might yield better results. However, such loose enrollment of agents is complex in

implementation and makes it even more difficult to make global statements about the system,

e.g. by means of control engineering.

• More thought can be invested at the borders of group assignment to achieve better transition

between groups. Fuzzy sets have been mentioned in Chpater 4.2 as a possible strategy, but

improvements can also be made by establishing more complex logical rules for dismissal and

splits.

• Possibilities to introduce further parameters exist at many levels of the model, especially within

the attribute value functions. This thesis has avoided the formalization of some trivial mathemat-

ical methods to emphasize different values due to readability. Simulation tells us that many more

inputs can be studied to create better results and estimations of the true potential of the model.

• After working out a concrete setup for the system’s infrastructure, simulation can be expanded

to include models for the wireless link, sensor capabilities, threats to security, or specific vehicle

types.

7.2.4 Suggestions for Interoperability with Drivers Assistant Systems
Even drivers who are not fond of the idea to lose control over their vehicle to an autonomous agent

can experience features of the system that open new possibilities for advanced driver assistant systems.

Furthermore, the connected nature of the system allows to create profitable services for human drivers

on future highways.
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7.2 Future Possibilities

Situation Assessment
Today’s main limitation in driver assistant systems is sensor technology. We have already mentioned a

few projects that aim to include car2car or car2x communication in modern safety systems to provide

better environment perception or solve problems with individual solutions as mentioned in [Bro10].

The shared information within our peer groups can easily exploited by systems that still keep the driver

in control and only issue warnings or engage preparations, that save important milliseconds in tight

situations.

Driving Suggestions and Incentives
Furthermore, we can educate drivers to behave more rationally by providing information about our

agents’ intentions and the state of traffic beyond the human eye. Such systems could aid traffic flow

and safety by avoiding unnecessary risky maneuvers by providing the information that this action is

undesirable for the driver. Participating drivers can also be awarded for driving in ways that benefit the

system, similar to what solutions like [RJM98] provide for insurance 1 cost evaluation using driving

profiles.

Booked Priority
It seems reasonable to charge good money from human drivers who desire our agents giving way to

them. Since this endangers the good health of our system, it should be strictly limited and carefully

studied before including it. We also need to make sure, that agents cannot be forced into letting humans

pass by means of reckless driving.

The Value of Human Driving
While some may question the very idea of putting effort into opening the system to human drivers to

a certain extent, it also creates a lot of opportunities for car brands to market vehicles to be driven

manually by factors like sportiness and other emotional selling points. In the end, it will be decided by

the customers or politicians, how much demand there still is for the sensation of being in total control

of a powerful machine like a car - an often deceiving feeling, that our agents are not aware of.

1Another interesting topic to discuss within our scenario
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