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Todays lecture based on

The AAMAS 2019 Tutorial ,EPISTEMIC REASONING IN MULTI-AGENT
SYSTEMS”, Part 3: Knowledge and Time

http://people.irisa.fr/Francois.Schwarzentruber/2019AAMAStutorial/
Parts of ,Formal Methods - Lecture Ill: Linear Temporal Logic” 2010/11 by
Allessandro Artale

https://web.iitd.ac.in/~sumeet/slide3.pdf
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+What then is time? If no one asks me, | know what it is. If | wish to
explain it to him who asks, | do not know.”
(Augustine of Hippo- Confessiones)

TEMPORAL LOGIC
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Temporal logic

- Temporal logic was originally developed in order to
represent tense in natural language.

- Within CS, it has achieved a significant role in the formal
specification and verification of concurrent reactive
systems.

— Reason: a number of useful concepts can be formally, and
concisely, specified using temporal logics, e.g.
- safety properties
- liveness properties
- fairness properties

— When Vardi (Vardi 09) speaks of ,industrial logics” he
thinks mainly about temporal logics
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Flow of Time

» Flow of time (T, <) is a structure with a time domain
T and a binary before relation <; over it.

— Flow metaphor hints on directionality and dynamic
aspect of time

— Induced strictly before: x <, yiff x < yand noty <; x
— But still different forms of flow are possible

- Either consider concrete structures of flow of (time)
(as donein LTL (or CTL))
. Orinvestigate them additionally axiomatically
— An early model-theoretic and axiomatic treatise:

Lit: J. van Benthem. The Logic of Time: A Model-Theoretic Investigation into the Varieties of
Temporal Ontology and Temporal Discourse. Reidel, 2. edition, 1991.
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Family of Flows of Time

« DomainT
— points (atomic time instances)
— pairs of points (application time, transaction time)

— intervals etc.
. Properties of the before relation <

— Non-branching (linear) vs. branching
Linearity:
- reflexive:Vt eT:t <; t
- antisymmetric:Vt1,t2 €T:(t; <t, Aty, <7 t1) =>t; =
%,
o transitive: Vi, ty,t3 ET : (t1 St tr Aty < t3) >t < t3.
- total:Vtq,t, ET:t; <t Vi, <ty Vit =ty
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Family of Flows of Time (continued)

. Further possible properties of the before relation <
— Existence of first or last element
— discreteness (Example: T = N)
- density (Example: T = Q)
— (Dedekind) continuity (Example: T = R)
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Family of Flows of Time (continued)

« One of the early expressivity results considers flows of
time which are similar to (R, <p)

Theorem (Kamp 1968)

* The Logic Lg; based on binary modalities S(ince) and U(ntil) cannot be captured
by modal logic based on F(uture) and G(lobally)

* Over Dedekind continuous strict total orders (such as <g) Lsy provides
expressiveness of first order logic.

(see Chapter 7 in (Blackburn et al, 02)

IM FOCUS DAS LEBEN 8



RSI
\4E>2¢ q

s

Tgn1.sY

?

LINEAR TEMPORAL LOGIC
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Models

A linear temporal model isastructure (N, <, V) suchthat:
e V:N > 24P
e < jsthenaturalorderonN

We sometimes do not mention the linear order <
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Syntax and semantics
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Definition (Temporal Modalities of LTL
* X¢ (¢ istrueatthe nexttime)

@ ® ® ® ® ® ®
X¢ ¢
* F¢ (¢ istrueatsome pointin the future)

[ o ® ® ® ® @
Fo ¢

e G (¢ istrueatallfuture time points)

o &""e ’

® ® ® ®
Go

¢ ¢ ¢ ¢ ¢
« dUY (Y istrueatsome future time pointand ¢ holds until )

® ® ® ® ® ® ®
oUp ¢ ¢ ¢ Y
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Syntax and semantics

e (NJV),tED

ifp eV(t)

e (NJV),tE—=¢@ ifnot(N,V),tE ¢
e (NNV),tedVY if(NV),tE¢p or(NJV),t EY

e (NNV),tEX®
e (NNV),tEF®
e (NNV),tEGQ
e (NNV),tE U
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if(NJV),t+1 E¢
if thereist’ = tsuchthat (N,V),t" E ¢
ifforallt’' >t: (N,V),t' E¢

if thereist’ = tsuch that (N,V),t" =y
and
(N,V),t" =¢forallt” € [t,t" — 1]
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« Oncered, the light cannot become green immediately

G (red - = X green) (not fulfilled in model above)
- The light becomes green eventually

F green (fulfilled)
« Oncered, the light becomes green eventually

G (red = F green) (fulfilled in shown prefix)

- Oncered, the light always becomes green eventually after being
yellow for some time inbetween

G lred - X (red U (yellow A X (yellow U green )))]
(not fulfilled)
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Typical Properties for Verification

,Something bad will not happen”
* G —(reactoriep, > 1000)

¢ G ((x = O)AXXX(y=§))

,Something good will happen”

 Frich

e F(x>5)

* G (start — F terminate)
* G (trying — F critical )
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Examples

. if something is attempted/requested infinitely often, then it
will be successful/allocated infinitely often”

e G Fready - G F run
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(Early) Wake-Up Exercise

- Q: Show that the following expansion properties hold
-pUYP=yV(pAX(PUY))
- Fp = VXFo
- Gp=0dpANXGo
« A: WeshowthisforF¢p = ¢V X F¢
- (NV),tEF¢
— iffthereist’ = tsuch that (N,V),t" = ¢
— iffthereist'witht' = tort’' >t + 1st. (N,V),t' E ¢

- iff (N,V),t E ¢or thereist'witht' >t + 1s.t.
(NV),t" E¢

- iff(N,V),t E¢porthereist'st. (N,V),t' EXF¢
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Satisfiability problem (reminder)

The satisfiability problem is:
* Input:aformula ¢
* OQutput:yesifthereisVsuchthat(N,V),t £ ¢

The satisfiability problem is PSPACE-complete
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Model checking (reminder)

The model checking problem is:
* Input:atransition system S; an LTL formula ¢
* Output: yes if all paths of S starting from an initial state of S

satisfy @

The model checking problem of LTL is PSPACE-complete
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Transition system S:

Paths of S starting from initial state \O/

they all satisfy

| G(n — Xl)

e\;ﬁl’l
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Example: Mutual Exclusion

N = noncritical, T = trying, C= critical l
User 1, User 2
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Example: Mutual Exclusion

N = noncritical, T = trying, C= critical l
User 1, User 2

« Safety fulfilled? SEGA(CLNGC)?
* Yes! There is no reachable state in which —=(C; A C,) holds
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Example: Mutual Exclusion

N = noncritical, T = trying, C= critical l
User 1, User 2
. N1,N2
turn=0

T1,N2 N1,T2
turn=1 turn=2
C1,N2 T1,T2 T1,T2 N1,C2
turn=1 turn=1 turn=2 turn=2
C1,T2 T1,C2
turn=1 turn=2
* (unconditioned) Liveness fulfilled? SEFC?

* No! Blue cyclic path is counterexample

uuuuuuuuuuuuuuuuuuuuuuuuuuuuuuu
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Example: Mutual Exclusion

N = noncritical, T = trying, C= critical l
User 1, User 2

* Conditioned liveness fulfilled? SEG(T; > FC(C)?
* Yes!In every path: if T; holds, then eventually C; holds

WU & UNIVERSITAT ZU LUBECK
TTTTTTTTTTTTTTTTTTTTTTTTTTTTTTT

24



Example: Mutual Exclusion

N = noncritical, T = trying, C= critical l
User 1, User 2

 Fairness fulfilled? SEGFC(C
* No! Blue cyclic path is a counterexample.
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Example: Mutual Exclusion

N = noncritical, T = trying, C= critical l
User 1, User 2

« Strong fairness fulfilled? SEGFT; ->GFC(C;
* Yes! Every path which visits T; infinitely often also visits C; infinitely often
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EPISTEMIC LINEAR TEMPORAL
LOGIC
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A combined logic

. Epistemic linear temporal logic (ELTL):

— Epistemic logic (with epistemic operators K ;)
combined with

— Linear temporal logic (with temporal operators X, F, G, U)

- Example of combining systems/logics

— Conference series ,Frontiers of combining systems”
(Frocos)

— Interesting (ancient Dialogue-style) paper on combining
systems : P. Blackburn and M. De Rijke., 1997

— Overview in Stanford Encyclopedia of Philosophy:
Carnielli and Coniglio: Combining Logics, 2020
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Models

An ELTL modelis a structure M' = (TL X N, (~4) geact V)
such that

* TLisanon-empty setof timelines (runs)

* Forallagentsa, ~,isanequivalencerelationonTL X N
e V:TLXN — 24P

Case of one agent a;
regions denote
equivalence classes of ~,

Think of run as a function
from ticks of global clock
to a global state, whichis a
variable assignment
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INTERACTION BETWEEN
KNOWLEDGE AND TIME
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Axiomatisation in case of no interaction: Fusion

 All classical tautologies (and their uniform substitutions)

o Ki(d-1) - (Kup - Kuh) - G(¢p - Y) - (Gp - GY)

e K, = ¢ « X(¢p - ) - X - Xy)

J EaT e X o =X

e K,p - K,K,¢ ¢ Gp - (PAXGP)

* 7 a¢"%'Kh71 a¢’ * (;(¢)_9;¥¢i)'9 (¢’/\Chﬁ)
» (¢UY) - Fy

« (@UY) & (Y VX(PU Y))

EL LTL
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Adding interaction

timelines

. | 2 3 4 5 G 7 8
time

. ’ time
No assumptions Synchrony.

U] 1 2 3 94 5 6 7 8 9 ¢ i 2 K| 4 h 8 7 8 9
time

Perfect Recall. No Learning,

For additional criteria (resulting in 96 different epistemic temporal logics) see
(Halpern/Vardi, 1989)
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Properties

. Perfect recall/not forgetting: set of timelines agent a
considers possible stays the same or decreases with
time
( Here we say agent a considers timeline t’ possible at
point (t,n) if forsomen’. (t,n) ~, (t',n"))

- Formally: for all timelines t, t’ and times n, n’, k:
if (t,n) ~, (t',n)and k < n,thenthereexistsk’ < n’
such that (t, k) ~, (t’, k).
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Counterexample Perfect recall

timelines

timelines

5 L

s

¢ 1 2 3 9 5 G 7

Perfect Recall.

9 ¢ i 2 K| 4 A ] 7 8 9
time

No Learning,.

(0, 9) ~ (t5,9).
Butforno k' < 9: (t,8) ~ (ts, k)
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Properties

- No learning: set of timelines an agent a considers
possible stays the same or increases over time.

- Formally: for all timelines t,t’ and timesn, n’, k:
if (t,n) ~, (t’,n’)and k = n,thenthereexists kK’ > n’
such that (t, k) ~, (t’, k).
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Corresponding properties/axioms

Synchronous

Agents know the time t (not an axiom)

Perfect recall,
Synchronous

KoX¢ — X Ko

Perfect recall

Kqodp NX(Kgp A Kgx) = K~ (Kap UK pU=y))

No learning

(Kad U Kop) = K (Kqp UK9)

No learning,
Synchronous
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Combinations from a semantical point of view

. Input: classes of models M, M, of logics L4, L,
 Output: class of models Mof combined logic
« Fusionn: M ={(W,R{,R,,V)| (W,R;,,V) € M;}
« Product:
M = { (W XW,, S, 85, VixVo) | (W, R;, V) € M}
where
- (uq,uy) S; (wy,wy) iffu Ry wy and u, = wy;
- (uq,uy) S, (wy, wy) iffu, R, wy, and uy; = wy;
- (V1 xV3)(p) = Vi(p) XV, (p)

- Fibring: More flexible combination based on on
bitransfer-mappings h; between worlds
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Complexity of the satisfiability problem

No interaction, or syn

/ PPACES
Perfect recall No learning Perfect recall, sync No learning, sync
NON ELEM-c NON ELEM-c 2EXPTIME-c NON ELEM-c
Perfect recall, no learning Perfect recall, no learning, sync
EXSPACE-c NON ELEM-c

(( Reminder:;
Complexity Class ELEMENTARY= U,y k — EXP = DTIME(2™ ) U DTIME(ZZn ) U--))
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MODEL CHECKING
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Model checking

—(P)
Definition
The model checking problem is:
* Input:

* anepistemic transition system S, i.e.a transition
system augmented with epistemic relations
(R,)geact With a set of initial states;

* anLTLformulag¢
* OQutput:yesif ™ Mg, (p,0) = ¢” forall paths p of S starting

40




Possible Definition of M

Given a transition system S, define
Ms = (TL XN, (~g)aeacr V) suchtat

« TListhe set of paths of S starting in an initial state of S;
« Forallagentsa: (p,t) ~, (p/,t)if
e t=t' (synchrony)
* pli]lRyp'[i] foralli € {0, ..., t} (perfect recall)
« V:TL XN - 247 is defined by
V(p,t) = set of propositions true at p[t]

Notes

* Here instead of timelines we talk of runs (hence notation p)
* Note the difference: R, defined on states; ~, defined on pairs (p, i)
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Transition system S:

4

4

S UNIVERSITAT ZU LUBECK
®  INSTITUT FUR INFORMATIONSSYSTEME

@
4

a4

42



Another Possible Definition of M

Given a transition system S, define
Ms = (TL X N, (~g)aeacr, V) suchtat

« TListhe set of paths of S starting in an initial state of S;
« Forallagentsa: (p,t) ~, (p/,t)if
e t=t' (synchrony)
* plt]R,p'[t] (memoryless)
« V:TL XN - 247 is defined by
V(p,t) = set of propositions true at p[t]
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Transition system S:

Memoryless
@ @ >

D 2
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Theorem (Engelhardt et al. 2007)

The model checking problem for memoryless and synchronuos systems is PSPACE-
complete

Theorem (van der Meyden and Shilov, 1999)

The model checking problem under perfect recall and synchrony is

Undecidable if CK (common knowledge operator) and U (until)
 NON ELEM-cif U but not CK

e PSPACE-cif CKbutnotU

See also (Bozzelli et al 2019) for recent results.
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Uhhh, a lecture with a hopefully useful

APPENDIX
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Color Convention in this course

- Formulae, when occurring inline
- Newly introduced terminology and definitions

- Important results (observations, theorems) as well as
emphasizing some aspects

- Examples are given with standard orange with possibly light
orange frame

« Comments and notes
 Algorithms
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